Performance prediction of porous bed solar air heater using MLP and GRNN model- A comparative study
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Abstract
In present work, two different types of neural model have been used to predict the thermal performance of unidirectional flow porous bed solar air heater (SAH). These models are multi-layer perceptron (MLP) and generalized regression neural network (GRNN). Total 96 data were used in neural model. The neural model developed with six input parameters: mass flow rate, wind speed, ambient temperature, inlet air temperature, air mean temperature and solar intensity, thermal efficiency is used as output variable. In MLP model, LM with 13 neurons found to be an optimal model and in case of GRNN model, maximum accuracy in prediction has been obtained at spread value-0.8. The comparative analysis shows that the GRNN is the best model as compared to MLP due to less error and highest value of $R^2$. These results show that the GRNN model is appropriate model for predicting the thermal performance SAH.
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1. Introduction

A solar air heater (SAH) is a special type of heat exchanger which absorbs solar radiations and transfers the absorbed thermal energy to the flowing air. The heated air is used for space heating in commercial and residential buildings. In addition to this, it is used for crop drying, timber seasoning and various low temperature heating applications. The thermal efficiency of a solar air heater is usually low because of the low heat transfer coefficient between the heat transfer surface and the flowing air which results higher heat losses to atmosphere [1-2]. Several methods have been employed to enhance the thermal efficiency of the solar air heater [3-6]. Packed bed solar air heater is one of the types of SAHs, in which incident solar radiations penetrate to a greater depth and are absorbed gradually depending on the density of packing material. Porous absorber has high heat transfer surface area density and hence high heat transfer rate resulting in an increase in thermal efficiency of the solar air heater. A variety of designs have been used in packed bed solar air heaters such as slit- and expanded aluminum foil matrix [3], wire screen matrix [4-6], glass beads [7] etc. for enhancement of the thermal efficiency of solar air heater. In these designs, solar radiation is absorbed in depth and results in relatively low temperature of absorber at the top of the packing, which decreases the heat losses from the absorber to ambient air and hence increases the thermal efficiency of the
solar air heaters. The thermal performance of packed bed solar air heater is enhanced by the use of different geometrical and thermo physical characteristics of packed bed materials [7-10].

Table 1 Summary of neural technique used by various researchers.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Technique /models</th>
<th>Applied area</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MLP</td>
<td>Atmospheric sciences</td>
<td>Gardner and Dorling [11]</td>
</tr>
<tr>
<td>2</td>
<td>GRNN</td>
<td>Cooling loads for Buildings</td>
<td>Ben-Nakhi and Mahmoud [12]</td>
</tr>
<tr>
<td>3</td>
<td>MLP and RBF</td>
<td>Hybrid solar collector</td>
<td>Facao et al. [13]</td>
</tr>
<tr>
<td>4</td>
<td>Six different types of neural models</td>
<td>Flat plate collector</td>
<td>Kalogirou [14]</td>
</tr>
<tr>
<td>5</td>
<td>MLP</td>
<td>Flat plate solar collector</td>
<td>Sozen et al. [15]</td>
</tr>
<tr>
<td>6</td>
<td>ANN and MLR</td>
<td>Solar dryer</td>
<td>Kassem et al. [16]</td>
</tr>
<tr>
<td>7</td>
<td>MLP and MLR</td>
<td>SAH with two types of zigzagged absorber plate</td>
<td>Caner et al. [17]</td>
</tr>
<tr>
<td>8</td>
<td>MLP</td>
<td>SAH with trapeze and corrugated absorber plate</td>
<td>Benli [18]</td>
</tr>
<tr>
<td>9</td>
<td>MLP and MLR</td>
<td>Solar radiations</td>
<td>Sahin et al. [19]</td>
</tr>
<tr>
<td>10</td>
<td>MLP and MLR</td>
<td>Solar cooker</td>
<td>Cakmak [20]</td>
</tr>
<tr>
<td>11</td>
<td>MLP and MLR</td>
<td>Solar radiations</td>
<td>Citakoglu [21]</td>
</tr>
<tr>
<td>12</td>
<td>MLP and MLR</td>
<td>Solar still</td>
<td>Mashaly and Alazba [22, 23]</td>
</tr>
<tr>
<td>13</td>
<td>MLP, GRNN, RBF and MLR</td>
<td>Porous bed and roughened SAHs</td>
<td>Ghritlahre and Prasad [24-34]</td>
</tr>
</tbody>
</table>

MLP: Multi-Layer Perceptron; MLR: Multiple Linear Regression; GRNN: Generalized Regression Neural Network; RBF: Radial Basis Function.

ANN is one of the most used soft computing techniques for the analysis of different types of thermal systems. This technique is used for optimization, modeling, simulation and estimation to solve complex problems which are difficult to solve by other conventional techniques [11, 25]. The use of ANN technique saves time and also provides key information patterns in a multi-dimensional information domain and, therefore, it has been becoming increasingly popular in Science and Engineering sectors. It has wide applications in the field of thermal engineering specially for prediction of performance of thermal systems including the solar energy systems. Many researchers have implemented neural technique in the past for prediction of performance energy systems. The summary of ANN technique used by various researchers is given in Table 1.

In the present work, two different types of neural models were used to predict the thermal efficiency of porous bed SAH i.e. MLP and GRNN, using 96 data samples. The six parameters such as mass flow rate, wind speed, ambient temperature, inlet air temperature, mean fluid temperature and solar intensity selected as input parameters, and the thermal efficiency of SAH selected as output parameters. These input and output parameters have been used in GRNN, and MLP model. The results of neural models are compared on the basis of statistical error analysis.
2. Experimental system description and data collection

Fig. 1 shows schematic diagram of porous bed test sections of unidirectional flow. In unidirectional flow the directions of incident solar radiation and the flowing air in the porous bed are same [3, 6, 24]. The blackened wire-screens have been used as porous absorber. The exposed area of each of the solar collector test sections is 1.22 m x 0.45 m. Two types of wire screen matrices of the specifications, as given in Table 2 have been considered in the present study. Total 96 sample data have been collected for total 12 days, in which 48-48 samples are from porous absorber type A and type B. The data were collected for the parameters: mass flow rate, wind speed, atmospheric air temperature, inlet air temperature, mean air temperature and solar intensity in the open sky- days.

![Figure 1 Schematic diagram of unidirectional flow porous bed solar air heater](image)

**Table 2 Detailed specification of the porous absorbers**

<table>
<thead>
<tr>
<th>Absorber</th>
<th>Type A</th>
<th>Type B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh No. (cm⁻¹)</td>
<td>$4^\frac{2}{3}$ x $4^\frac{2}{3}$</td>
<td>4 x 4</td>
</tr>
<tr>
<td>Wire diameter, bare (mm)</td>
<td>0.464</td>
<td>0.556</td>
</tr>
<tr>
<td>Wire diameter, painted (mm)</td>
<td>0.480</td>
<td>0.582</td>
</tr>
<tr>
<td>Screen thickness (mm)</td>
<td>0.90</td>
<td>1.15</td>
</tr>
<tr>
<td>Mesh pitch (mm)</td>
<td>2.22</td>
<td>2.50</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.925</td>
<td>0.915</td>
</tr>
</tbody>
</table>

3. Solar air heater performance

Solar air heater performance is evaluated by thermal efficiency which is the ratio of solar energy absorbed by flowing air to solar energy received on the absorber area [1, 2]. This is represented by following formula:

$$\eta_{th} = \frac{Q_f}{Q_A}$$  \hspace{1cm} (1)

The solar radiation incident on the absorber surface is expressed by

$$Q_A = IA_p$$  \hspace{1cm} (2)

where $I$ is the global solar irradiance and $A_p$ absorber plate area.

The useful solar energy gained by flowing air in the duct and it is written as

$$\dot{Q}_u = mC_p\Delta T = mC_p(T_o - T_i)$$  \hspace{1cm} (3)

Finally, the performance of SAH is written by following equation [1, 2]:

$$\eta_{th} = \frac{mC_p(T_o - T_i)}{IA_p}$$  \hspace{1cm} (4)

where $m$ is mass flow rate and $T_o$ and $T_i$ are the temperatures of outlet and inlet air respectively.
4. **ANN and Performance Predicting Models**

4.1. **Artificial Neural Network (ANN)**

ANN is a computational technique which works like a human brain. It is a complex information processing system, which is structured from interconnected segmental processing elements called as neurons. The basic structure of artificial neuron is given in Fig.2. These neurons find the input information from other sources, perform generally a non-linear operation on the result and then give final results as output. ANN works in two ways, first learning and then storing the knowledge in interconnects called weights. ANN is a simulation tool which can be used to estimate the values on the basis of input parameters, optimum topology and training processes [35].

**4.1.1 Multi-Layer Perceptron (MLP)**

The basic structure of multi-layer perceptron (MLP) is shown in Fig 3. The MLP model consists of basically three layers: an input layer, one or more hidden layers and an output layer [11,25] as shown in Fig.3. In feed forward networks, each product of input elements \( x_i \) and weights \( w_{ij} \) are fed to summing junctions and is summed with bias \( b_j \) of neurons as follows:

\[
Y = \left( \sum_{i=1}^{n} w_{ij} x_i \right) + b_j
\]

Then this sum \( Y \) passes through transfer function \( F \) which generates an output.

\[
F(Y) = u_j = F\left[ \sum_{i=1}^{n} (w_{ij} x_i + b_j) \right]
\]

**Figure 3 MLP neural network**

Tansig and logsig are most commonly used transfer functions in hidden layer. The nonlinear activation function which is widely used is called as sigmoid function whose output lies in the mid of 0 and 1, and the sigmoid transfer function is written as:

\[
F(Y) = \frac{1}{1+e^{-Y}}
\]

If the values of input and output layer are negative, then tansig transfer function is used.

\[
F(Y) = \frac{e^Y - e^{-Y}}{e^Y + e^{-Y}}
\]

The performance index of different training algorithm is mean square error (MSE) and it is formulated as

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_A - Y_P)^2
\]

where, \( Y_A \) is actual data and \( Y_P \) is predicted data.

4.1.2. **Generalized Regression Neural Network (GRNN)**

Generalized regression neural network (GRNN) technique is based on probabilistic model. The basic structure of GRNN shown in Fig.4. The GRNN architecture consists of four layers:
input layer, pattern layer, summation layer and output layer. The numbers of input variables depend on number of data sets observed from data collection in the input layer. The input layer collects information and transmits to the pattern layer. Pattern layer is used to perform clustering on the training process. Usually the number of pattern layer neurons is equal to the number of data sets of training pairs. Then it passes through summation layer. This layer consists of only two neurons: first and second neuron is called D Summation and S Summation neuron respectively. These two neurons in the summation layer give the following equation [12, 25]:

\[ D = \sum_{i=1}^{n} Y_i \exp \left( \frac{-(X_i - X)^T (X_i - X)}{2\sigma^2} \right) \]  

(10)

and

\[ S = \sum_{i=1}^{n} \exp \left( \frac{-(X_i - X)^T (X_i - X)}{2\sigma^2} \right) \]  

(11)

where, \( X \) is input vector, \( Y \) is output and \( \sigma \) is smoothing factor.

The GRNN is a powerful tool for non-linear regression analysis. Thus, it is computes following function:

\[ y(x) = \frac{D}{S} \sum_{i=1}^{n} \exp \left( \frac{-(X_i - X)^T (X_i - X)}{2\sigma^2} \right) \]  

(12)

### 4.2. Performance criteria of model

In this work, the performance analysis of MLP, and GRNN models are evaluated by the use of coefficient of determination \( (R^2) \), root mean square error \( (RMSE) \), mean absolute error \( (MAE) \) and model efficiency \( (ME) \).

Root mean square error:

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2} \]  

(13)

Coefficient of determination:

\[ R^2 = 1 - \frac{\sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}{\sum_{i=1}^{n} (Y_i - \bar{Y})^2} \]  

(14)

Mean absolute error:

\[ MAE = \frac{1}{n} \sum_{i=1}^{n} |Y_i - \hat{Y}_i| \]  

(15)

Model efficiency

\[ ME = 1 - \frac{\sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}{\sum_{i=1}^{n} (Y_i - \bar{Y})^2} \]  

(16)

### 5. Results and Discussion

Before developing the ANN model, the input and output sample data must be normalized between -1 and 1 for accuracy of prediction. The following equation is used to normalize data between -1 and 1.

\[ Y = \frac{Y_i - Y_{min}}{Y_{max} - Y_{min}} (High_{value} - Low_{value}) + Low_{value} \]  

(17)

where \( Y \) is experimental data.
In MLP and GRNN model, the six numbers of input variables such as: \(m, W_s, T_a, T_i, T_m\) and \(I\) in input layer and the output variable as thermal efficiency (\(\eta_{th}\)) in output layer are used. The ranges of experimental data sets are given in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: (m \text{ (kg/s)})</td>
<td>0.0100</td>
<td>0.0225</td>
</tr>
<tr>
<td>(W_s \text{ (m/s)})</td>
<td>0.63856</td>
<td>4.50566</td>
</tr>
<tr>
<td>(T_a \text{ (^\circ C)})</td>
<td>28.200</td>
<td>34.800</td>
</tr>
<tr>
<td>(T_i \text{ (^\circ C)})</td>
<td>29.000</td>
<td>37.330</td>
</tr>
<tr>
<td>(T_m \text{ (^\circ C)})</td>
<td>33.845</td>
<td>49.030</td>
</tr>
<tr>
<td>(I \text{ (W/m}^2))</td>
<td>682.750</td>
<td>963.35</td>
</tr>
</tbody>
</table>

Output: \(\eta_{th}\) 0.42371 0.64173

5.1. Predicting thermal performance using MLP model

The main objective of MLP model is to predict the performance of the SAH by using input and output data sets. Total 96 sets of data are used in this model, in which first 48 data sets of type A and rest 48 data sets of type B screen matrices. Out of 96 data sets, 70% data were used to training and 30% for testing and validation. The MLP model of present work is shown in Fig. 5. Six parameters are used in input layer and one parameter is used in output layer. Single hidden layer is used in present model. For training process 10 to 15 neurons are selected in the hidden layer to find out optimum model. Before data sets are trained, training functions is selected. In present work LM learning algorithms has been selected. After selecting the training algorithm, the adaptive training function was selected (LEARNGDM). Tansig transfer function was selected for hidden layer and linear function (pureline) for output layer. In training process the training algorithm adjusts the weights and biases iteratively to minimize the deviation between actual and predicted values.

The statistical error analysis of MLP model with 10 to 15 numbers of neuron is shown in Fig. 6. The performance of MLP model is based on MSE, COV and R values. It has been found that LM-13 based model is optimum model due to lowest error and highest value of correlation coefficient found as compared to other neurons. The values of MSE, COV and R are 7.431E-06, 0.511412 and 0.99854 respectively found at LM-13. The value of MSE is calculated by Eq. (9), and remaining statistical parameters COV and R are calculated by following equations:

Coefficient of variance (COV):

\[
COV = \frac{RMSE}{\bar{Y}} \times 100
\]

Correlation coefficient (R):

\[
R = \frac{\sum_{i=1}^{n}(Y_i - \bar{Y}_i)(Y_i - \bar{Y}_a)}{\sqrt{\sum_{i=1}^{n}(Y_i - \bar{Y}_i)^2}(Y_i - \bar{Y}_a)^2}
\]
The predicted result of MLP is represented by graph in Fig.7 and its individual errors are shown in Fig.8. It has been found that most of the errors are in between ±0.0025.

5.2. Predicting thermal performance using GRNN model

Same parameters of MLP model are used in GRNN model for predicting the performance of SAH. Same 96 data sets are used for simulation in GRNN. The GRNN model simulated with different spread constant 0.8, 1.0, 1.2 and 1.4. The statistical error analysis of simulated results is shown in Table 4. From Table 4, it has been found that at spread constant 0.8 predicted results are satisfactory due to lowest error and highest value of R as compare to other spread constant. The values of MSE and COV at spread constant 0.8 are 5.9284E-06 and 0.45658 respectively, and the value of R is 0.99881 which is very close to unity. The comparison and individual error graphs are shown in Fig.9 and Fig.10 respectively.

<table>
<thead>
<tr>
<th>Spread constant</th>
<th>Statistical parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
</tr>
<tr>
<td>0.8</td>
<td>5.9284E-06</td>
</tr>
<tr>
<td>1</td>
<td>1.5203E-05</td>
</tr>
<tr>
<td>1.2</td>
<td>3.2083E-05</td>
</tr>
<tr>
<td>1.4</td>
<td>5.5520E-05</td>
</tr>
</tbody>
</table>
5.3. Comparative analysis of MLP and GRNN model performance

The MLP and GRNN models have been used to predict the thermal performance of porous bed SAH. The comparisons of both the models are shown in Table 5. From this Table 5, it has been found that GRNN model is better than MLP model, due to lowest error and highest value of $R^2$. It has also been found that ME greater than MLP models. The value of MAE for MLP and GRNN models are $1.8299E-03$ and $1.1128E-03$ respectively has been obtained. Similarly the values of RMSE are $7.4315E-06$, and $5.9284E-06$ respectively, and the values of coefficient of determination are $0.99705$ and $0.99758$ respectively.

The above results show that both the models can successfully predict the thermal efficiency, but GRNN model predicts results with less error as compared to MLP model.

Fig 11 shows the comparisons of predicted results and actual thermal efficiency of MLP and GRNN model, and its individual error of each sample of both models are shown in Fig 12. It has been found that GRNN individual errors are the lower error as compare to MLP model.

### Table 5 Comparison of MLP and GRNN model to predict the thermal efficiency of SAH.

<table>
<thead>
<tr>
<th>Statistical parameters</th>
<th>Types of model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GRNN</td>
</tr>
<tr>
<td>MAE</td>
<td>$1.11E-03$</td>
</tr>
<tr>
<td>RMSE</td>
<td>$5.93E-06$</td>
</tr>
<tr>
<td>ME</td>
<td>0.9976</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.99758</td>
</tr>
</tbody>
</table>

6. Conclusion

In the present work, two different types of neural models (MLP and GRNN) have been used to predict the thermal performance of unidirectional flow porous bed solar air heater.
Six input parameters were used in input layer and one parameter in output layer in both the models. Total 96 data sets were used. The following conclusions have been drawn:

1. It has been found that LM learning functions with 13 neurons is optimal MLP model for prediction.
2. GRNN, at spread constant 0.8 was found as optimal model.
3. The GRNN model is best model to predict the thermal performance of solar air heater as compare to MLP model, due to lowest error found and highest value of $R^2$.
4. The value of MAE, RMSE and ME for GRNN model are obtained as 1.1128E-03, 5.9284E-06 and 0.99760 respectively.
5. The values of $R^2$ have been found as 0.99705 and 0.99758 of MLP and GRNN model respectively.
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