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Abstract 
Machine learning has been one of the most widely used tools in medical science. It has shown promising application 
in disease detection as well as in disease prediction. In this paper we focus on the artificial intelligence-based heart 
disease prediction system using machine learning algorithms. We discuss various algorithms that have been 
employed by researchers in healthcare sector and chalk out the comparative analysis among these various 
algorithms. Traditional clinical diagnosis methods have their own limitations, with the help of our study we would be 
focusing on accuracy and ability to detect the heart disease at early stage. We have discussed some most recent 
works in heart disease prediction and done a comparative analysis on the accuracy and fusibility of these methods. 
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1. Introduction 

World Health Organization data shows that, 

nearly 18 million people die because of 

heart related complications [1-3]. Clinically, 

the alcohol abuse, smoking, obesity, 

hypertension, hyperglycemia etc. have been 

identified as major causative agents for the 

heart diseases [4, 5]. These factors have 

many biochemical traceable parameters such 

as high cholesterol content, triglycerides, 

fasting plasma glucose [6] etc. Trained 

physicians use these factors to diagnose the 

heart disease conditions. However, 

quantitative prediction of cardiovascular 

diseases (CVDs) based on these inputs is 

still in its early stage [7]. The most common 

symptoms in CVDs are, pain the arm and 

chest area [8]. The diagnosis involves, 

electrocardiograph, sonography, lipid 

profiling and blood glucose estimation to 

diagnose CVDs. Unable to diagnose the 

early stage of CVDs is the bottleneck of 

these techniques [9, 10]. Cardiovascular 

diseases are often used to describe the 

condition of blockage in the heart blood 

vessels causing chest pain, angina, stroke 

and heart attack [11]. Apart from these 

conditions, irregular rhythm, faulty heart 

valve, weak heart muscles are some other 

kinds of heart diseases [12].  

 

Since the genesis of machine learning, its 

limitless application in almost every area of 

science is under exploration. With recent 

advancement in the computation power, 

researchers have used complex 

programming in the form of deep learning in 

the field of healthcare such as; prediction of 

diseases [13], annotation of images, 

mailto:Faculty3_bmeb@csvtu.ac.in


Sahu et al. 2022,  Heart Disease Prediction: a Machine Learning Approach 

35 CSVTU International Journal of Biotechnology, Bioinformatics and Biomedical. 2022, Vol. 7, No 3  

 

identification of pattern in huge data set etc. 

[14].Machine learning uses algorithms to 

identify/classify desired data based on 

training from the historic data. For example, 

if blood glucose dataset for n individuals is 

given, a computer algorithm can be designed 

which train itself from the previously 

diagnosed data for identification of diabetes 

in unknown samples [15, 16].  

The shoot up in the heart disease cases each 

year has motivated researchers to develop 

algorithms [17-19], which can predict heart 

related problems at early stage using 

existing data. Numerous supervised machine 

learning algorithms have been developed 

and their efficiency is compared in order to 

get accurate prediction of heart diseases. 

Some of the widely used algorithms are, 

decision tree (DT)[20], k-nearest neighbor 

(kNN)[21], naïve bayes (NB)[22], random 

forest classifier (RF)[23, 24], support vector 

machines (SVM)[25, 26], logistic regression 

(LR)[27, 28] etc. A detailed mechanism of 

heart disease prediction using various 

machine learning algorithm is discussed in 

figure 1 [29].  

 

Fig 1. Illustration of disease prediction using 
machine learning algorithm 

 

2. Literature Survey 

This paper is written to ensemble various 

machine learning approach taken by 

researchers in order to find out the heart 

disease prediction. Some of the recently 

published articles in this domain are: 

 

Patel et. al used different algorithms of 

decision tree approach and later compared 

their efficiency [30]. To test the output from 

algorithm they have used Waikato 

Environment for Knowledge Analysis 

(WEKA). The classification tree algorithm 

used are J48 algorithm, logistic model tree 

algorithm and random forest algorithm. The 

patient data sets used by Patel’s group is 

taken from University of California Irvine 

(UCI) machine learning repository [31]. 

Patel’s group reported that J48 algorithm is 

the best decision tree algorithm. J48 was 

found to be more accurate (55.7%) 

compared with logistic model and random 

forest algorithm [30]. 

 

Bhalerao and group used hybrid method of 

combined K-means and artificial neural 

network (ANN) algorithm. The authors have 

used the UCI repository for patient data. The 

authors claim that, the improved K-means 

and ANN algorithm shows 6.74% accurate 

percentage [32]. In future they have 

extended their work to accurate prediction of 

Cancer, HIV etc.  

 

In 2017, Bertsimas group used patient ECG 

signal data from different hospitals and then 

applied XGBoost algorithm for heart disease 

prediction [33]. The prediction process can 

be illustrated as: signal acquisition, signal 

processing, feature extraction, model 

training finally feature prediction. The 

model was fast, and accuracy varied from 

93-99%. Similar to the above article, Sahoo 

et. al in 2017 also published an article where 

they have used ECG signals for the heart 

disease prediction using hybrid system of 

support vector machines and neural network 

(NN). The accuracy achieved in their paper 

was 98.40%. The patient samples were 

retrieved from MIT database. The main 

focus in this study was to analyze the 

irregular heartbeats by accurately detecting 

the patterns in QRS complex [34]. 
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Haq and group in 2018 extensively studied 

seven different machine learning algorithms 

along with different feature selection and 

well as classification algorithms. They have 

also used the UCI repository for the patient 

data set. Seven tested machine learning 

algorithms were, logistic regression, k-

nearest neighbor, artificial neural network, 

support vector machines, naïve bayes and 

decision tree. To extract the features from 

Cleveland database they have used Relief, 

mRMR and LASSO tools. Overall, their 

study demonstrate that support vector 

machine have highest accuracy, specificity 

as well as sensitivity [35]. The detailed 

comparison is given in Table 1.  

 

Table-1 Accuracy, sensitivity and specificity 

of different machine learning algorithms by 

Haq group 

Predictive 

models 

Accur

acy 

(%) 

Specifi

city 

(%) 

Sensiti

vity 

(%) 

Logistic 

regression 

84 85 83 

K-nearest 

neighbor 

76 74 73 

Artificial neural 

network 

74 73 74 

SVM 86 88 78 

Naïve Bayes 83 87 78 

Decision tree 74 76 68 

Random forest 83 70 94 

 

In the same year, Nashif et. al published an 

article showing the real time cardiovascular 

health monitoring system. They have also 

reported that number of features are 

correlated with the performance of the 

model, reduced features reduce the accuracy 

of the system however SVM still shows the 

best performance. In their work they have 

proposed to integrate the 

photoplethysmography (PPG) output to 

Aurdino. The server implemented with 

machine learning algorithm will use these 

real time data and help in prediction of heart 

disease conditions [36].  

 

Seh et. al in 2019 wrote a review on heart 

disease prediction and listed some of the 

best known technique in machine learning 

algorithm such as, decision list using 

WEKA gives 99.62 % accuracy using UCI 

database [37]. Similar to the above study 

many authors have contributed and 

performed the comparative analysis between 

various machine learning algorithms and 

feature selection tools [38-42].  

 

In 2020, Khalid’s group proposed a multiple 

stage detection model of heart disease using 

five algorithms such as Random Forest, 

Gradient Boosting Machine, Extreme 

Random Forest, Logic Regression, and 

Support Vector Machine and compared the 

accuracy. They also report that; logistic 

regression shows the better results compared 

to other algorithms (82%). In future work 

they have proposed to work with feature 

selection tools to enhance the algorithm 

performance [43].  

 

In 2022, Ahmed et. al, reported a self-

augmented datasets of heart patients using 

multiple machine learning models. In this 

study, they have come up with hybrid 

machine learning algorithms to predict heart 

failure conditions. The ensemble algorithm 

and their accuracy are listed below. 

Gaussian Naïve Bayes (GNB – 67%), 

Gradient Boosting Classifiers (GBC – 88%), 

Multinomial Naïve Bayes (MNB – 85%), 

CatBoost (89%), XGBoost (84%). In future 

this research can be upgraded to predict the 

survival of patients by using HF dataset [8].  

 

In 2022, Absar et. al used four machine 

learning algorithms (RF, DT, AB, and 
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KNN) to predict the coronary heart diseases. 

They have used patient dataset using 

CHSLB (Cleveland, Hungary, Switzerland, 

and Long Beach) and Cleveland datasets. 

The extended dataset has given the 100% 

prediction using KNN algorithm on the 

other hand it gives 97.8% accuracy using 

Cleveland dataset. The CHSLB dataset 

shows accuracy of 99.025%, 96.103%, and 

100%, in RF, AB, and DT models 

respectively. All these algorithms have 

demonstrated the powerful technique of 

machine learning in heart disease prediction. 

 

3. Discussion 

 

Diagnosis of cardiac disease is one of the 

most challenging job in medical science. 

Critical examination by medical practitioner 

requires a huge investment of money skill 

etc. At the end there will be always a chance 

of human error. With advancement of 

technology we can certainly use the 

computation powers in the field of medical 

science to predict the likelihood of certain 

disease based on previously stored data. 

Machine learning is one such tool to provide 

highly accurate and less time-consuming 

platform. In this paper such tools which 

have been previously reported by 

researchers are compiled and summarized.  

 

We report that stand-alone algorithms have 

limitations, we need more ensembled 

algorithms to rectify these limitations and 

increase the accuracy, specificity and 

sensitivity of our model.  
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