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FOREWORD

The state of Chhattisgarh has made considerable progress in the field of engineering
and technical education during the last decade. Technical education is the backbone for
economic progress and development of any state as well as the nation. Hence it is essential to
see that the quality in technical education is induced and sustained. We are exposed to
globalization in technical education. Now, foreign universities are at liberty to open their
branches of educational institutes in our country. This coupled with privatization of technical
education has created a tough competitive situation. Under this scenario, a Technical Institution
can survive only through the quality in education.

Quality of technical education is a measure of development of any state as it plays a
vital role to produce good engineers for the state. Engineering education has been expanding
very rapidly in recent years in the state of Chhattisgarh. Approximately 89 professional
institutions consisting of government, self financing institutions and private colleges are in
existence. Nearly 21,620 students are being admitted every year in the disciplines of
engineering, pharmacy, management, architecture etc. It is not sufficient for the engineering
institutions just to have the infrastructural facilities but it is essential to have strong, trained,
quality dedicated faculty members to produce the engineers of expected quality. However, there
Is a dearth of large number of well qualified teachers.

The enrollment of students recorded an increase of 162.5% over a period of 5 years.
Similarly total affiliated institutions showed a growth of 157% i.e. 35 institutions in the year
2005-06 increased to 89 institutions in the year 2010-11. For imparting quality education,
curriculum development & upgradation, teachers’ training programmes, academic inspection of
colleges etc. are taken up regularly. Research is an important component in the academics. A
faculty or a senior student can develop innovative ideas only through research activities.
Research also helps the faculty members to update their knowledge in the fast changing world of
knowledge. During the last one and half years, nine faculty members completed their Ph.D.
degree from this university and quite a few of them are about to complete.

To encourage the faculty members to take up research and provide an avenue to
publish their research findings, the University has been publishing CSVTU Research Journal for
the last three years. Research papers contributed by the faculties from various disciplines such as
applied sciences, computer science & engineering, mechanical engineering, civil engineering,
electrical engineering, electronics and telecommunication engineering, management etc. are
embodied in the journal.

We are making an endeavour to reach wide cross section of the academia engaged in
research activities, especially, in the fields of engineering and technology and get their
comments about the research papers published in this journal. I wish that the readers will send
their comments to the editor of the journal which may be helpful to improve the quality of the
journal in future.

Finally, I congratulate all the researchers who made efforts for publication of their
papers in this journal and whose papers were accepted for publication.

Prof. B. C. Mal
Vice-chancellor
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Abstract

Fishery sector worldwide caters to the major portion of
protein requirement in the human diet. The declining
natural reserves of fish species have led to the faster
growth of aquaculture sector which is capable of
mitigating nutritional deficiencies and food insecurity to
a possible extend. Shrimp culture has expanded as a
large scale business and technological advances have led
to intensive culture. The fish feed, being highly
proteinaceous in nature, becomes the primary source of
nitrogen (N) accumulation in the pond. The left over
portion of the N input which is not incorporated into
shrimp tissues, is either taken up by phytoplankton or
goes as uneaten feed which ultimately, settles on the
sediment as particulate organic N. As a result, anoxic
sludge gathers in the pond bottom and a part of it
remineralizes to enter the water column as harmful total
ammoniacal nitrogen (TAN) and may have a devastating
impact on the shrimp or on the adjacent aquatic
environment when water is discharged from ponds. To
predict the concentrations of the nitrogenous
compounds and chlorophyll a (CHL) in shrimp ponds, a
user-friendly spreadsheet model is developed by which
effective management strategies like sludge removal or
water exchange can be adopted as and when needed.
The model was calibrated and successfully validated for
an intensive shrimp (Penaeus monodon) culture pond.

Keywords- Nitrogen dynamics; Spreadsheet modelling;
Shrimp culture

Broad Area- Environmental Engineering
1. Introduction

Decision makers at regional, national and global levels have
been monitoring the causes for food insecurity and trying

CSVTU RESEARCH JOURNAL ISSN 0974-8725

out possible solutions to handle this vulnerable situation.
Aquaculture, the farming of aquatic organisms, including
fish, molluscs, crustaceans and aquatic plants, is often cited
as one of the means of efficiently increasing food
production. Large scale commercial aquaculture, practised
in many developing countries, can enhance the production
for domestic and export markets bringing much needed
foreign exchange, revenue and employment, thereby
contributing to food security (Ridler and Hishamunda,
2001). India is experiencing a boom in shrimp culture
because of economic liberalization, high profitability and a
good international market. With government support,
shrimp culture has now emerged as a global industry and
technological advances have led to intensive culture. Highly
proteinaceous feeds are generally provided for the aquatic
animals, which finally become source for nitrogen (N) in
the pond (Lorenzen et al., 1997).

N plays a major role in the dynamics of intensive
aquaculture systems. Much of the N input not incorporated
into shrimp tissue enters the water column as total ammonia
nitrogen (TAN) and is taken up by phytoplankton and
settles on the sediment as particulate organic N. This creates
a pile of anoxic sludge with a high organic loading.
Alternatively, N input is deposited directly as uneaten feed
or faeces. A part of the sludge N is remineralized to enter
the water column again as TAN (Burford and Lorenzen,
2004). The nitrogenous compounds in high concentrations
can become a threat to the shrimp under culture or pose
danger to aquatic life if these untreated compounds reach
natural water bodies while being discharged from the
culture pond. In order to take care of the water quality
parameters from exceeding their permissible limits, a user-
friendly spreadsheet model is developed to predict the
concentrations of TAN, nitrite/nitrate  (NOX) and
chlorophyll a (CHL) and the sediment nitrogen pool.

Chhattisgarh Swami Vivekanand Technical University, Bhilai-490009, CHHATTISGARH, INDIA 1
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2. Materials and methods

2.1 Model Formulation

A mathematical model to investigate the nitrogen dynamics
in intensive shrimp culture pond was formulated by Burford
and Lorenzen (2004). In the present study, a user friendly
spreadsheet was developed to solve the model expressions.
The conceptual model of N input, transformation and
removal in intensive shrimp ponds is shown in Figure 1. In
this model, the source for N input is assumed to be solely
from formulated feed. The process of denitrification was
ignored as many studies showed it to be negligible.
Dissolved organic N (DON) is produced in significant
quantities in shrimp ponds as a result of the addition of
shrimp feed. However, much of it is not readily utilized by
the natural biota, and therefore is shown as an isolated pool
in the model.

Volatilization

Discharge

IDischarge

Nitrification NOX

Nitrate & Nitrite Assimilation

Shrimp

excretion Y
Feed " TAN Assimilation CHL Discharge
" sediment | Ammonium Phytoplankton

mineralization

Remineralization ~ Sedimentation

DON >

b

NSED

Sediment

Figure 1. Conceptual model of N input, transformation and
removal in intensive shrimp ponds
(source: Burford and Lorenzen,2004)

2.2 Mathematical model

The model has five state variables representing the main N
components: TAN, NOX, DON, NSED and particulate N in
the form of phytoplankton, expressed as units of CHL. The
N dynamics model is given by the following set of coupled
differential equations for the five state variables:

% =q.A +rMyg, —(n+v+ f).Crpy —g.cCoyy. {C“VC‘:%
dCoy { C }
—NoxX _pC..—fCy.—gcC., J—2X

di rav — S Crox —8¢Cony Coow +Crox
.. (2)
dcC
— L =g Cppy —(f+5).Cppy
dt
..(3)

dM
% =5.0.Cppy —1-M
(4
dC
—2 = (1 —q).4, = [Cpoy
dt
(5

Where, Cran = TAN concentration (mg/L); t = time (day);
q = proportion of N waste entering the water as TAN (with
the remainder entering the water as DON); A, = total N
waste input per unit time (mg/L/day); r = remineralization
rate of TAN in the mud of pond bottom (day™); MNSED =
mass of N (mg) in the sludge per L of pond water; n =
nitrification rate (day'); v = volatilization rate of ammonia
(day™); f = water exchange rate (day™); g = phytoplankton
growth rate (day"); ¢ = N/CHL ratio of phytoplankton;
Cnox = NOX concentration (mg/L); Ccyp = CHL
concentration; s = sedimentation rate of phytoplankton (day
": Cpox = DON concentration (mg/L).

The total N waste input A; was assumed to be proportional
to the metabolism of the shrimp population:

A=a N;W.b
.. (6)

Where, a is the N waste produced by one shrimp at unit
weight (mg/g/day) and b is the allometric scaling factor of
metabolism. The number N;, of shrimp is given by an
exponential mortality model:

N, =N, e™
(7

where, N, = initial stocking density (L") and M the natural
mortality rate (day™) of shrimp.

Shrimp mean weight Wt is given by a von Bertalanffy
growth function:

W, = [W. 13— (W, 13— w3y e
.. (8)

where, Woo (g) and K (day-1) are the von Bertalanfty
growth parameters and WO (g) is the weight at stocking.

The growth rate g of phytoplankton is defined as:

£ = Zmax- Llight .LN
.. (9)

where gmax (day') is the maximum growth rate in the
absence of limitation, and Ly and LN are the light and
TAN plus nitrate limitation coefficients, respectively. It was

Chhattisgarh Swami Vivekanand Technical University, Bhilai-490009, CHHATTISGARH, INDIA 2
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assumed that phosphate was not limiting to growth. The
light limitation coefficient is given by the integral of
Steele’s (1962) light inhibition model over the water
column, with light conditions defined by the Lambert—Beer
law:

Lo =) [ep (- )

sat

... (10)

L, ).exp(—kz)}—exp(— L, )]

Where, I—U is the ratio of the surface light intensity to the
sat

saturating light intensity, k is the extinction coefficient (m™)

and z is the pond depth (m). The extinction coefficient is the

sum of extinction due to CHL and extinction due to other

sources:

k = kenr-Cenr, + Kother

L. (11)

Where, kcyp is the extinction per unit CHL concentration
(m™" mg™) and ke is the extinction due to other sources.
Nitrogen limitation is defined by the Michaelis—Menten
model:

_ (Crav +Crox)
[(Criv + Crox) +kgy ]

... (12)

where kgy (mg/L) is the half-saturation constant for
nitrogen.

Phytoplankton was assumed to assimilate both TAN and
NOX in proportion to their relative concentrations in the
water column. Nitrification, volatilization, sedimentation,
remineralization and discharge of N were described as first-
order rate processes.

2.3 Data used for model

The model was calibrated and validated for black tiger
shrimp (Penaeus monodon) culture based on data obtained
from Oshadira Aquaculture system Pvt. Ltd. Sulerikaddu,
Chennai. The TAN, NOX and chlorophyll of the culture
water for six months were analysed of which the first three
months data was used for calibration of model and the later
data for validating the model.

2.4 Modelling technique using Microsoft
Excel

Substituting the values of A, (Eq.s 6 - 8) and g (Eq.s 9 — 12)
in Eq.s 1- 5, wherever they appear, and using forward finite
difference technique, Eq.s 1 — 5 can be rewritten as follows:

CTAN(i+1)
= CraNG) *+ (4 — ) x [aa Ng e MO w13 -
W, 13— w13y KO3 4 o cypn @)=+ v+
DCTANGD — gmax (exp(1)/k) x [exp{(-Ip/Ig,¢) * exp(-
kz)} —exp (-Ig/Ig)X(CrAND + Cnox DV H(CTAND
+ Cnox(M) + KSN] x ¢ x CogrM{CTAND/(CTAND
+ Cnox(M)} ]

.. (13)

CNOX(i+1)
= Cnox(® * (g — ) x [0 Cpand) — F Cyox() -
Emax (©XP(VK) % [exp{(lg/lgy) * exp(ka)} — exp (-
Ly/Isap)*(CTAND + CnyoxDVI(CTAND + Cnox ()
+ Kol % ¢ % CogpiCnoxWCran®) +
Cnox(M)}]

. (14)

Ccgr Gt

= Cogr® + (41 — ) * [gpax (exp(1)/k) * [exp{(-
Io/lgap) > exp(-kz)} — exp (g/Igp(Cran® +
CnoXDVCTAND + CnoxD) + KSN] * Cogr(® —
(f+3) Cogr®]

.. (15)
Cnsgp+D
=CNsep D+ (G4 =) < [s ¢ Cogp() -1 Cyspp®]
.. (16)
CDON(i+1)

= Cpon® + (g — ) * [ - ) a Ny MO
LW, 13— w13 w13y KD31b _pep i
- (17

Assuming (t;; — t;) = 1 day and knowing the initial

values of TAN, NOX, CHL, NSED and DON, the
concentration values of the five state variables can be
predicted at different times.
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2.5 Model Calibration

The model parameters that could be estimated directly like
shrimp growth, mortality rate and nitrogen waste input were
determined during the culture period. The other nitrogen
dynamics parameters (flux rates) were estimated by fitting
the model to observed water quality parameters.

2.6 Model Validation

The model was evaluated using two criteria: (i) Root Mean
Square Error (RMSE) which can be expressed as

1 N . \\2
RMSE = \a 2.©00=s@y* (18)

and (ii) Coefficient of Determination (R”) which is given by

Rg ( T?‘rI[O(‘)_{'}i\“][S‘ L _Sf‘\\é]
“: 1 O() O!'&\L ]Dq =] ‘S(‘! Sd\.w :| .

where, O()) = i" observed value; Oy, = mean of the
observed values; S(i) = i™ simulated value; Savg = mean of
the model simulated values and N = total no. of events.

3. Results and Discussion

The data obtained on the culture of tiger shrimp in the
aquaculture farm under study was calibrated and validated
using the spreadsheet developed. The measured values of
TAN, NOX and CHL concentrations during the first 90
days of culture were used for model calibration. The
observed values of the above mentioned water quality
parameters during the last 90 days of culture period were
used for evaluating the model’s performance. The manual
calibration based on the trial and error process of
parameters’ adjustments was used and several simulations
were performed by changing the model parameters. After
adjustment of each parameter, the simulated and measured
values of the water quality parameters were compared to
judge the improvement in the model prediction. The
calibrated values of the model parameters are as shown in
Table 1.

Table 1. Model parameters

Parameter Values
Proportion of N entering as TAN, 0.8
q
Waste N input, a (mg g'1 day'l) 3

Allometric scaling of TAN 0.75
excretion, b
Shrimp growth rate, K (day™) 0.0055
Shrimp maximum weight ,W., (g) 70 g
Shrimp stocking weight ;W (g) 0.005
Initial stocking density, Ny (L") 0.051
Shrimp mortality, M (day™) 0.0055
Pond depth, z (m) 1
Extinction coefficient Non-Chl a, 3
kother (m-l)
Extinction coefficient Chl a 11.9
JKCHL(m' mg' L™
Ratio surface/saturating light 2.4
intensity, Lo/l
Sludge remineralization rate, r 0.06
(day™)
Nitrification rate, n (day ™) 0.2
Volatilization rate, v (day™) 0.05
0 for Day 1 — 65
Water exchange, f (day™) 0.065 Day 65
onwards
Phytoplankton growth rate, g,.x 1.4
(day™)
N/CHL ratio of algae, ¢ 3.2
Sedimentation rate, s (day™) 0.8
N half-saturation, K¢y (mg L-") 0.03
E —®— Predicted
= CHL
§. —&— Observed
£ TAN
g o —m— Predicted
S 0 < TAN
~o0 =5 o W oy
g N3 0~ —ar— Observed
NOX
Days

Figure 2. Predicted and observed concentrations of TAN,
NOX and CHL

The predicted and observed values of concentration of
TAN, NOX and CHL during validation of model are plotted
in Figure 2. From equations (18), the values of RMSE for
TAN, NOX and CHL were found to be.05, 0. 0132 and
0.017 mg/L respectively and from (19) the corresponding R
values were 0.90, 0.94 and 0.006. The higher R? values
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ensure effectiveness of the model in predicting the
concentrations of TAN and NOX in shrimp culture and the
lower R? value for CHL indicates that the model could not
successfully predict CHL concentration. However, the
lesser RMSE value for CHL ensures that the models for
TAN and NOX do not get affected.

4. Conclusions

A spreadsheet model has been developed to predict the
harmful nitrogenous compounds in intensive shrimp
aquaculture pond. The user-friendly format makes it
convenient for the users to use the model for predicting the
concentrations of water quality parameters in culture water.
This in turn enables the user to go for timely adoption of
management programmes which are otherwise difficult to
decide. This is essentially helpful for farmers and
entrepreneurs who do not have access to daily water quality
measurement facilities. Once the model is calibrated and
validated for a particular culture pond, it serves as a useful
predictive tool in deciding the water quality management
practices like water exchange or sludge removal to be
adopted when the concentrations of parameters reach their
permissible limits.

(1]

(3]
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Abstract

Acid mine drainage (AMD) is considered as one of the
biggest non point source water pollution problem,
generated due to mining activity. Use of permeable
reactive barrier (PRB) for treatment of water impacted
by AMD is considered in this paper. Laboratory column
test was performed using four different integrated steel
plant waste materials as Reactive barrier
material (RBM). The alkaline fly ash (AFA) from a
particular gas cleaning plant (GCP stack dust) was
identified as the best RBM for acidity neutralization as
well as metals removal. Laboratory column tests were
further conducted to study the efficiency of AFA in
removing heavy metal ions; such as Cu, Mn, Fe, Cr, Cd,
and Zn, from acidic lechate. AFA also gave highest
removal capacity for all metals except for iron. The Blast
Furnace slag (BFS) gave highest removal capacity for
iron i.e., 70.59 mg/gm. The removal capacity (mg/gm) of
AFA for metals was Cu-54.54, Mn-44.90, Fe-54.51, Cr-
18.20, Cd-45.85 and Zn-45.77. The high uptake capacity
and stable behaviour can be attributed to the high
alkaline chemical composition of this RBM.

Keywords- Acid mine drainage (AMD), Permeable reactive
barrier (PRB), Reactive barrier material (RBM), steel slag,
alkaline fly ash (AFA).

Broad Area- Applied Chemistry.

1. Introduction

Acid mine drainage (AMD) or acid rock drainage (ARD)
generated from mining activities is a well-recognized source
of environmental contamination worldwide. Acid mine
drainage produced form the exposure of iron-sulphur
mineral to atmospheric oxygen and water, resulting Fe(OH),
and sulphuric acid (H,SO,4). Due to acid formation toxic

CSVTU RESEARCH JOURNAL ISSN 0974-8725

metals can leach in water stream. AMD is characterized
by yellowish-orange colored water, with low pH and
high metallic content. AMD is considered as one of the
biggest non point source pollution problem, which
irreparably damaging waterways and vegetation.
Although AMD is naturally occurring but mining
activities greatly accelerate its production.

In the last years, the use of permeable reactive barriers
(PRB) for the decontamination of waters impacted by
AMD has been well documented [1-4]. PRBs are able to
remove multiple contaminants present in water
depending on the reactive medium used for their
construction [5]. Permeable reactive barriers are
subsurface barrier placed in path of contaminated
plume, which are capable to remove contaminants.

Industrial waste materials, such as fly ash, bottom ash,
and granulated slag of steel plants, have been studied as
possible cost-effective and convenient adsorbents for
the treatment of wastewater containing heavy metals
[6]. Converter slag has a higher capacity for pH increase
and removal of Fe, Al, and other heavy metals in acid
mine drainage than limestone [7]. Converter slag
composed of magnetite (Fe;04) has been known to be
suitable for use as a metal adsorber in wastewater
treatment. There is a considerable effort for the use of
low-cost industrial by-products as reactive media [8-9].

The main objective of this study was to evaluate the
efficacy of different steel waste materials such as slag,
sludge and fly ash to treat mixed toxic metallic
contaminants present in acidic mine drainage. This
study was carried out to evaluate the efficiency of
various waste materials for treatment of acidity as well
as metals contamination. For evaluation of removal
capacity laboratory column studies was carried out.
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Emphasis was placed on determining which steel waste
material is effective as both neutralizing agent and heavy
metal adsorber in dynamic flow condition. The most
effective material for acidity neutralization was studied
further for its trace element sequestration capability.

2. Material and method

For laboratory based column study, four types of waste
materials were used. These materials were collected from an
integrated steel plant. Waste materials analyzed include-
blast furnace slag (BFS), gas cleaning plant sludge (GCPS),
basic oxygen furnace slag (BOFS) or LD converter slag
(LDS) and alkaline fly ash (AFA). Before column studies
the waste materials were analyzed for composition
determination and batch tests were also conducted, as
described in previous paper [10]. GCPS and LDS were
crushed before use because these were obtained in a form of
very large size. BFS and AFA were available in granulated
and ash form respectively; hence these were used as it was
obtained.

2.1 Column test

Two different sets of column test were carried out. First set
involved four different waste materials- BF slag (BFS),
GCP sludge (GCPS), LD slag (LDS) and alkaline fly ash
(AFA). This study was carried out to evaluate the efficiency
of four different materials, as RBM. The efficiency of Waste
material as RBM was selected on the basis of pH of outlet
solution. Second set of experiment was performed using that
material which gave the best result during first set of
experiments. This study observes the effect of different
active bed height on removal capacity of trace elements. An
upward flow of synthetic acidic solutions spiked with high
concentrations of contaminants was maintained in order to
simulate field flow rates. Schematic diagram of laboratory
upflow column set up is depicted in (Figure 1)

TREATED WATER

< A I COLUMN

PERISTALTIC PUMP

CONTAMINATED WATER

Figure 1. Schematic of laboratory column set up

2.2 Synthetic acidic mine water

A synthetic acid mine water (pH 2, with sulphuric acid)
was prepared in laboratory for column tests.
Characteristic of synthetic mine water was low pH (~2)
and high metals concentration (Table 1). This synthetic
solution contained trace elements viz. Cu, Mn, Fe, Cr,
Cd, and Zn. The metals were taken in such combination
because these metals are most abundant in acid mine
drainage.

Table 1. Synthetic acid mine water composition and
corresponding chemicals

Contaminants Coni::ler:l]gjaltlon Used compound
Cu 100 CuS04-5 H,O
Mn 100 MnSQO4- H,O
Fe 100 (NH4)2SO4.FeSO4.6H20
Cr 100 K2Cr207
Cd 100 CdCl>-H20
Zn 100 ZnS04-H,0
pH 2.63 H2S04

2.3 Investigation on efficiency of waste
materials as RBM

First set of Column test was conducted using four waste
materials including BF slag, GCP sludge, LD slag and
AFA. This study was conducted to analyze the metal
removal and acidity neutralization capacity of material
in continuous flow through column. The summary of
column characteristics for this study is shown in Table
2. A set of 4 columns (diameter 1.5 c¢cm, height 65 cm)
was installed. Each column was filled with different
material with same active bed height. Material was
filled between two layers of silica (2 cm each layer), for
packing as inert material. The synthetic acid mine water
that was prepared in laboratory was used for column
test. Acidic solution was passed through packed column
in up flow mode by using peristaltic pump (ISMATEC).
The flow rate was kept constant at 5 mL/min. 4 columns
were run simultaneously and continuously. Definite
volume of outlet solution was collected from each
column. These collected samples were analyzed
immediately for residual metals and pH. This procedure
was continued till the exhaustion of column. Analysis of
metals concentration was done using Atomic
Absorption Spectrophotometer (Varian AA240FS).
Although outlet solution was analyzed for pH and all
metal concentration, present in acidic metal solution,
but only pH value is taken into consideration for
selection of RBM through this study for further detailed
analysis.
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2.4 Detailed investigations on selected RBM

Second Column test was conducted using alkaline fly ash
(AFA) sample, because this material was giving best result
for metal removal and acidity neutralization during first
column test. Set of 5 columns (same as first set) was
installed. Table 3 is showing column characteristic for this
study. Each column was filled with AFA material with
different active bed heights. Objective of taking different
bed height columns was to evaluate the effect of height on
removal capacity. Acidic solution was passed in up flow
mode by peristaltic pump with a flow rate of 13 mL/min. 5
columns with different active bed height were run
simultaneously. A definite volume (200 mL) of solution was
collected from each column. These collected samples were
analyzed immediately for residual metals and pH.

Table 2. Summary of the column characteristics for
First set (different material column)

COLUMN 1 2 3 4
Material BFS GCPS LDS AFA
Flow rate 5 5 5 5
(mL/min.)

Weight of 50 50 50 50
material (gm)

Height of 40 40 40 40
active bed

(cm)

1 Bed Volume | 70.65 | 70.65 70.65 | 70.65
(mL)

EBCT® (min) | 14.13 | 14.13 14.13 | 14.13
Total volume 2575 | 2275 1375 | 2775
passed (mL)

No. of Total 36.45 | 32.20 19.46 | 39.29
Bed Volume

passed

Average inlet | 2.63 2.63 2.63 2.63
pH

Average 3.98 5.77 2.83 9.21
outlet pH

EBCT= Empty Bed Contact Time

3. Result and discussion

3.1 Investigation on efficiency of waste
materials as RBM

3.1.1 Effect of waste materials on pH

The pH and residual metal concentration vs. solution passed
(mL) was plotted for each column in each study. The change
in pH value with solution passed through different material
columns is shown in Figure 2.

0 500 1000 1500 2000 2500 3000
Solution passed (mL)

[—e—BF slag —=— GCP sludge LD slag —%—Fly ash|

Figure 2. Effect on pH with solution passed from
different material column

Table 3. Summary of the column characteristics for
Second set (Alkaline fly ash columns)

COLUMN 1 2 3 4 5
Material AFA | AFA | AFA | AFA | AFA
Flow rate 13 13 13 13 13
(mL/min.)
Weight of material | 10 20 30 40 50

| (gm)
Height of active 8 16 23 31 38
bed (cm)
1 Bed Volume 14.13 | 28.26 | 40.62 | 54.75 | 67.12
(mL)
EBCT ? (min) 1.09 [ 217 |312 [4.21 [5.16
Total volume 1000 | 1000 | 1000 | 1000 | 1000
passed (mL)
No. of Total Bed 70.77 | 35.38 | 24.62 | 18.26 | 14.90
Volume passed
Average inlet pH 263 1263 [263 |263 | 263
Average outletpH | 4.32 | 687 | 645 |75 7.6

‘EBCT= Empty Bed Contact Time

It was evident from the result obtained that the acid
neutralization capacity of the three studied RBMs i.e.,
BFS, GCPS, LDS was not very high (Figure 2). But in
case of AFA column there was a sharp change in pH
from the very beginning and the change noted was up to
pH 9 from 2. The pH was then remained constant
between 11.9-11.8 till the passage of about 1L of
solution. Beyond 1 L the treatment efficiency started to
decrease and became nil after treating about 2-L of
acidic water. It is observed from the result that fly ash
column is giving best result for neutralization of acidity
by increase in pH. The higher capacity of neutralization
by increasing pH to such extent can be explained due to
higher alkaline characteristic of AFA. Alkaline property
of this material is due to maximum CaO content, which
was found to be more than 85%. The percentage
composition of all the four studied material is shown in
Table 4. The CaO content was highest in AFA, it
attributes  higher alkaline characteristics. Metals
precipitate at higher pH hence fly ash also decrease
metals concentration from solution (Figure 3).
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Figure 3. Effect on pH and metal concentration (Cu, Mn, Fe,
Cd, Cr and Zn) with solution passed from alkaline Fly ash
(AFA) column.

3.1.2 Removal capacity

Removal capacity q (mg metal/gm material) was calculated
for all of the four materials. For calculation of removal
capacity q (1) was used.

q=(CLV. O]
M

Where, q is Removal capacity (mg metal/gm material), C;=
Initial metal concentration (mg/L)

Cr= Final metal concentration (mg/L), V= Volume of
effluent collected upon exhaustion of the bed (L), M= Mass
of material filled in column (gm).

The value of removal capacity is shown in Table 5. In case
of iron removal BFS and GCPS was giving very good
removal capacity ie. 70.59 mg/gm and 58.99 mg/gm
respectively, these values are more than that of AFA
(Figure 4). Hence these materials can be utilized as RBM
for treatment of iron containing effluent. From Figure 4 it is
clear that BFS is showing highest removal capacity, while
not found good for other metals. The over all removal
capacity was the maximum in case of AFA. Hence, the AFA
can be selected as RBM for metals containing AMD.

Table 5. Removal capacity q (mg metal/gm material)

META BF GCP LD AFA
L SLAG SLUDGE SLAG
Cu 0.98 32.00 0.03 54.54
Mn 0.22 1.47 0.02 44.90
Fe 70.59 58.99 1.34 54.51
Cr 6.32 12.71 3.44 18.20
Cd 0.27 2.38 0.19 45.85
Zn 0.01 1.82 0.05 45.77

80
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o
S |
2 40
S - _
s 30
> -
o
E 20
; -

10
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BFS GCPS LDS AFS

Material
[eCumMn OFe OCrmcd oz

Figure 4. Removal capacity q (mg metal/gm material)

3.1.3 Metals removal by AFA column

The result of metals removal with pH, by fly ash
column during first set is shown in Figure 3. Figure 3
shows the results of such experiments using AFA.
Removal of metals (Cu, Mn, Fe, Cd, and Zn) form
solution showing almost similar pattern except Cr in
case of AFA column (Figure 3). Up to passing 1975mL
of solution, metals Cu, Mn, Fe, Cd, and Zn was
completely removed, with a sudden increase in pH.
After passing further solution through the column, the
residual metal concentration increases in outlet solution.
The pH of outlet solution decreases with the passage of
acidic influent.

3.2 Detailed investigations on alkaline fly
ash (AFA)

To study the operational parameters a detailed column
study was carried out with different active bed height.
The result of second set of column using AFA is shown
in Figure 5 (a-g). Effect of different bed height on pH is
shown in Figure 5a. The effect of different active bed
height on behavior of metal removal is almost similar in
case of Cu, Cd and Zn. From graph it is clear that with
increase in active bed height the metal removal capacity
also increases. While considering Cu removal
(Figure 5b), column 4 and column 5 with active bed
height 31cm and 38cm respectively, are showing almost
similar pattern of metal removal. In case of column 1
with active bed height 8 cm the residual Cu
concentration increases with solution passed and
reaches upto 100 mg/L when 1000 mL solution passed.
Column 1 exhausted upto passing 1000 mL of solution,
while other column with higher active bed was still
removing Cu. This material was not found very good
for removal of Cr, even when active bed height was
increased (Figure 5e).
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most effective in treating acidity of water and the
removal of metallic elements, particularly copper and
iron, with removal capacity 54.54 (mg/gm) and 54.51
(mg/gm) respectively. The order of the removal
capacity for AFA was Cu>Fe>Cd>Zn>Mn> Cr. Hence,
it appears that the calcium content of waste material
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provides alkalinity in the system raising pH to strongly
alkaline values (~12) and precipitative removal of metallic
elements. Permeable Reactive Barriers, constructed from
such alkaline fly ash can be emerging and innovative
technology that can be effective in removing heavy metals
from acidic leachates or contaminated groundwater in an
economically feasible manner. This waste steel sludge and
converter slag are inexpensive and abundant, therefore, can
be use as ideal and low-cost reactive materials for leachate
treatment generated from mining activities.

(1]

(2]

(3]

(5]

Table 4. Composition of metallurgical waste materials (in percentage %, BDL = below detection limit)

SN | Metallurgical waste CaO | MgO | Si Fe Pb Mn | Zn Cu Cr Ni
materials

1 Blast furnace slag 43 8 29 0.37 19.6 | 0.003 | 0.16 | 0.002 | BDL | BDL | BDL
(BFS)

2 Gas Cleaning Plant 11 44 6 8.75 17 0.01 BDL | 0.007 | BDL | BDL | BDL
sludge (GCPS)
LD converter slag (LDS) | 58 3 15 20.5 0.007 | 1.70 | 0.003 | BDL | BDL | BDL
Alkaline Fly ash (AFA) 83 4.2 3 0.48 | 9.5 0.01 0.02 | 0.006 | BDL | BDL | BDL
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Abstract

The reactions of organoselenium substituted
macroacylic Schiff-base ligands L,H and L,H with
Zn(II) ions at room temperature under argon
atmosphere  produce bimetallic complexes 1:
[{CsH2(0)(4-CH;3)(PhC=NCH,CH,SePh)(PhC=0)},Zn,
Cl] and 2: [{C¢H,(O)(4-CH;)(PhC=NCH,CH,CH,Se
Ph)(PhC=0)},Zn,Cl,], with the partially hydrolyzed
ligand molecules. Each molecule of such partially
hydrolyzed ligands behave in tridentate (NOQ) fashion
and two such molecules coordinate with two Zn atoms
through imino N, benzoyl O and phenolic O; the
phenolic ‘O’ bridges the two Zn(II) atoms. Further, each
metal ion is bonded with a Cl atom and thereby adopts a
square pyramidal geometry in the complexes.
Complexes were characterized by elemental analysis,
ESIMS, FTIR, ©UV-Visible spectroscopy and
conductance measurement.

Keywords- Hybrid ligands, Bimetallic Zn(IT) complexes

Broad Area- Chemistry, Material Science

Sub-Area-
Chemistry

Coordination = Chemistry, Organometallic

1. Introduction

The coordination chemistry of organoselenium ligands is an
area of growing interest [1-7]. Increased interest in this area
is due to the potential applications of their complexes as
single source molecular precursors for the generation of
metal selenide nano materials by Chemical Vapour
Deposition (CVD) technique [8-13]. Because of the
presence of broad range of energy band gap, these materials
are technologically important candidates with their uses in a

CSVTU RESEARCH JOURNAL ISSN 0974-8725

range of electronic devices like light emitting diodes,
photovoltaic materials as well as their applications as a
cathode materials in rechargeable batteries and high
temperature lubricants [ 14-25].

As part of our research into design and synthesis of novel
selenium bearing hybrid ligands, we recently reported the
synthesis and characterization of organoselenium substituted
hybrid macroacyclic Schiff base ligands L,H and L,H
(Figure 1.) and their Cu(Il) complexes [26]. Herein, we
report the synthesis and characterization of two new
bimetallic Zn(Il) complexes 1: [{C¢H,(O)(4-CHj;)
(PhC=NCH,CH,SePh)(PhC=0)},Zn,Cl,] and 2:
[{CsH2(0O)(4-CH;3)(PhC=NCH,CH,CH,SePh)(PhC=0)},
Zn,Cl,] obtained by the reactions of the ligands L,H and
LyH with ZnCl,.

CHj

(CH2)n (CH2)n

Figure 1. La.H (n=2); Ly.H (n=3)
2. Experimental

All the chemicals used were of reagent grade. Solvents were
purified by standard methods [27] and freshly distilled prior
to use. All the reactions were performed under argon
atmosphere. Chlorine was quantitatively estimated by Mohar
method.
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2.1 Physical measurements

Melting points of the compounds in the capillary tubes were
recorded and are reported as such. CHN analyses were
carried out on a Carlo-Erba Model DP 200 analyzer.
Quantitative estimation of zinc was carried out on Varian
Atomic Absorption Spectrophotometer AA240FS. The
electrospray ion mass spectra (ESIMS) were recorded on a
WATERS- HAB 213 triple quadrupole mass spectrometer.
The ESI capillary was set at 3.5 kV and the cone voltage
was 40 V. Infrared spectra were recorded in the range of
4000-400 cm™' by a Shimadzu IR Prestige-21 FT
spectrophotometer on a KBr disc. Electronic spectra were
obtained by the use of a Perkin Elmer Lambda 35 UV-VIS
spectrophotometer. Conductance values were measured
using Global DCM-900 digital conductivity meter in
acetonitrile at 273K.

2.2 Reaction of ZnCl, with Ligands L.H and
Lp,H

10 mL methanolic solution of ZnCl, ( 0.136 g, 1.0 mmol)
was added dropwise to a degassed 60 mL methanolic
solution of ligands L,H (0.680 g, 1.0 mmol)/ L,H ( 0.708 g,
1.0 mmol) at room temperature. The reaction was carried out
under argon atmosphere with vigorous stirring. Precipitation
of yellow solid started after 10 minutes of mixing of the
reactants. The progress of reaction was monitored by TLC.
After stirring of the reaction mixture for 12 h, the
precipitated solid was filtered and washed several times with
methanol. Complexes were dried under vacuum.

[{CsH,(0)(4-CH3)(PhC=NCH,CH,SePh)(PhC=0)},Zn,
ClL; 1

Colour and state: yellow powder; yield: 0.425 g (72 %).
M.p.: 225 °C. Anal. Calc. for CssHysN,04Se,Zn,Cly: C,
58.21; H, 4.04; N, 2.34; Zn, 10.93; Cl, 593 %. Found: C,
57.66; H, 4.42; N, 2.51; Zn, 10.76; Cl, 5.61 %. Positive
ESIMS: m/z 1159 [1-CI]%, 1097, 1061, 500. FTIR (KBr
disc, cm™"): w(C=0) 1610, v(C=N) 1532, w(C-0O) 1248.
UV-Vis (Unm, &¢M'em”, CH;CN): 250 (15427), 344
(3062), 416 (2031). Ay (10° M, CH,CN, 298 K): 20 S cm®
mol ™.

[{CH,(0)(4-CH;)(PhC=NCH,CH,CH,SePh)(PhC=0)},
anclzl; 2

Colour and state: yellow powder; yield: 0.465 g (76
%).M.p.: 229 °C. Anal. Calc. for C¢Hs,N,04Se,Zn,Cl,: C,
58.84; H, 4.28; N, 2.29; Zn, 10.68; Cl, 5.79 %. Found: C,
58.47; H, 425; N, 2.96; Zn, 10.33; Cl, 5.32 %. Positive
ESIMS: mv/z 1187 [2-C1]", 1125, 1089, 514. FTIR (KBr disc,
em '): W(C=0) 1611, W(C=N) 1531, W(C—0) 1247. UV-Vis
Am/nm  (A/nm, &/M'em™, CH;CN): 248 (15638), 345

(3126), 412 (2431). Ay (10’3 M, CH;CN, 298 K): 22 S cm’
mol ™.

3. Results and Discussion

The isolated solids exhibit good solubility in chloroform,
dichloromethane and acetone but very poor solubility in
methanol and diethyl ether.

The ESI mass spectra of the complexes 1 and 2 show parent
ion peaks at m/z 1159 and 1187 corresponding to
[{C¢H,(0)(4-CH3)(PhC=NCH,CH,SePh)(PhC=0)},Zn,CI]"
and [{CsH2(0)(4-CH;3)(PhC=NCH,CH,CH,SePh)
(PhC=0)}, Zn,Cl,]", respectively, ie. mass of two
molecules of partially hydrolyzed ligands, two atoms of Zn
and one atom of Cl. Various other peaks of selenium
containing fragments appeared in mass spectrum of 1 at
m/z 1097, 1061 and 500 were assigned to [{CsH,(O)(4-
CH;)(PhC=NCH,CH,SePh)(PhC=0)},ZnCI]",
[{CeH,(0)(4-CH3)(PhC=NCH,CH,SePh)(PhC=0)},Zn]"
and [C4H,(0)(4-CH;)(PhC=NCH,CH,SePh)(PhC=0)]",
respectively, and the peaks in mass spectrum of 2 at m/z
1125, 1089 and 514 were attributed to [{CsH,(O)(4-
CH;)(PhC=NCH,CH,CH,SePh)(PhC=0)},ZnCI]",
[{C¢H,(0)(4-H;3)(PhC=NCH,CH,CH,SePh)(PhC=0)},Zn]"
and [C¢H(0)(4-CH3)(PhC=NCH,CH,CH,SePh)
(PhC=0)]’, respectively.

In the IR spectra of these complexes, the bands at 1532 cm™
in 1 and 1531 cm™ in 2 are attributed to v(C=N) stretching
frequencies which are shifted to lower frequency side by the
order of about 60 cm™ with respect to those of free ligands
L,H and L,H. The red shift in this band suggests the
coordination of imine N atoms with Zn atom. In addition to
v(C=N) band, appearance of band at 1610 cm™ in 1 and
1611 cm™ in 2, suggest hydrolysis of one imine group of the
ligand molecules which results in the formation of C=0O at
one arm. However, this band is shifted to lower frequency
side by the order of about 50 cm™ as compared to the 4-
methyl-2,6-dibenzoylphenol which strongly suggests the
coordination of benzoyl O with the metal ion. The
disappearance of broad bands around 3500 cm™ [v (O-H)] in
both the spectra suggest the binding of phenolic proton with
the chloride ion of the ZnCl, and thus Zn(II) ion coordinates
with the phenolic O atom.

Molar conductance values of 20 and 22 S cm’ mol™' of
complexes 1 and 2, respectively, in the acetonitrilic solutions
show non-electrolytic nature of the complexes and eliminate
the possibility of products to be ionic.

The electronic absorption spectra of acetonitrilic solutions
of the complexes 1 and 2 showed the maxima at 344 and
345 nm, respectively, which can be assigned to the m—7
transitions in ligand frameworks. The weak bands at 416
and 422 nm in the spectra of 1 and 2 respectively, are
attributed to the n—n" transition in ligand moieties.
Formulas of the complexes 1 and 2 assigned on the basis of
their analytical data are [{C¢H,(O)(4-CH;)(PhC=N
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CHQCH2S€Ph)(PhC:O)}2ZH2C12] and [{C6H2(O)(4-CH3)
(PhC=NCH,CH,CH,SePh)(PhC=0)},Zn,Cl,], respectively,
which are in good agreement with the composition as
obtained from elemental analysis (C, H, N, Zn and Cl). In
these complexes two molecules of partially hydrolyzed
ligand are in association with two atoms of Zn(II). Based on
the spectroscopic data it can be inferred that each molecule
of partially hydrolyzed ligand coordinates in a tridentate
fashion through benzoyl ‘O’, imine ‘N’ and phenolic ‘O’;
the latter bridges the two Zn(II) ions (leaving the ‘Se’
uncoordinated). Further, in view of the fact that the
compounds are nonionic in nature, each metal atom is
directly bonded to a chlorine atom thus, the Zn(II) adopts
the square pyramidal geometry in the complex. A tentative
structure of these complexes is depicted in Figure 2..

Hy
N (6] (0]
(CHy), Se
Cl Zn Zn Cl
Se (CHy),
(o] (o] N
CH,

Figure 2. 1(n=2); 2(n=3)
4. Conclusion

The reactions of ligands L,H and Ly,H with ZnCl, led to the
formation of bimetallic complexes 1: [{CsH,(O)(4-
CH;)(PhC=NCH,CH,CH,SePh)(PhC=0)},Zn,Cl,] and 2:
[{CsH2(0O)(4-CH;3)(PhC=NCH,CH,CH,SePh)(PhC=0)},
Zn,Cly], with the loss of phenylselenato(alkyl)amine and
HCI. The acid thus liberated probably catalyzes the
hydrolysis of one arm of the ligand at the C=N position.
Thus, each Zn atom adopts square pyramidal geometry with
the O;NCI coordination sphere.
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Abstract

A simple spectrophotometric method is developed for
the determination of low concentration of uranium in
process samples. The method is based on the formation
of complex with added ammonium thiocyanate in
aqueous nitric acid or in presence of ethanol and ethyl
acetate. Uranium and thiocyanate ions combine to give
yellow colour due to formation of complex of uncertain
composition. The intensity of yellow colour is
proportional to the amount of uranium, the resulting
yellow complex exhibits maximum absorption at 375 &
420 nms. The system obeys Lambert-Beer’s law at 375 &
420 nm in the concentration range of 2 - 50 ppm & 100 —
500 ppm of uranium. Molar Absorptivity was
determined to be 3.35 x10° L.mol'.cm™ at 375 nm and
0.84 x 10° L.mol".cm™ at 420 nm. The results obtained
are reproducible with standard deviation of 1% and
relative error less than 2%. The results obtained by the
developed procedure are in good agreement with those
obtained by the standard procedure. The method is also
applicable for the determination of low concentration of
uranium in process control samples.

Keywords- Spectrophotometry, ammonium thiocyanate,
molar absorbivity, calibration graph

Broad Area- Analytical Chemistry

CSVTU RESEARCH JOURNAL ISSN 0974-8725

1. Introduction

Spectrophotometric estimation involves the use of a
calibration curve (generally linear) to estimate the
concentration of an unknown. The characteristics of the
calibration curve are determined by linear regression on the
absorbance measurements of a finite number of standards.
Accurate determination of uranium in trace level is important
to evaluate the performance of various nuclear processes. Its
determination in environmental samples is also important for
reasons of safety. Numerous methods have been reported for
determination of wuranium in samples of various
compositions. Spectrophotometric methods are widely used
for trace analysis of uranium because of relative simplicity
and better accuracy [1]. Many of the more sensitive
chromogenic reagents such as dibenzomethane, PAR, oxime
and arsenazo are nonselective, while thiocyanate and
hydrogen peroxide, which are quite selective, are relatively
insensitive [2]. The thiocyanate method as developed by
Currah and Beamish [3] and other [4] has relatively high
sensitivity and freedom from cation interferences. However,
anion interferences have severely limited the applications of
this method. Other spectrophotometric methods for uranium
are required excellent separations of ions. The use of the
thiocyanate acetone media has eliminated the majority of the
anionic interferences of aqueous thiocyanate method,
increased the sensitivity, increased the stability of the colour
and mad the correct colour development independent of pH
in the acid region [5-]. Hence the alcoholic ammonium
thiocyanate method is well suited for the process control
analysis of uranium. The molar extinction coefficient of
about 3.35x 10’ for 375nm and 0.84 x 10° for 420 nm made
it possible to work with dilution factors high enough to give
required reduction of the dilution. This method is applicable
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for the micro quantities of uranium 0.1 to 5.0 mg of uranium
in 25 ml.

1.1Principle

The uranyl ions for a series of complexes of intense yellow
colour with ammonium thiocyanate in aqueous nitric acid
medium or in presence of ethanol and ethyl acetate. The
complexes formed are as, follows: [UO, (CNS)] ¥, [UO,
(CNS),], [UO, (CNS)3]. The yellow colour is reproducible
for analytical control process. The absorption of the complex
increase rapidly with decreasing wavelength below 400 nm.
Reagent also, absorb strongly below 360 nm. The stability of
the complex is also extremely poor in aqueous medium.
Non-linearity between concentration of uranium and the
extinction of the complex at lower wavelengths warrants
measurements of absorbance at wavelengths near 400 nm at
the expense of sensitivity. Alcoholic medium eliminates
majority of the anionic interferences encountered in the
aqueous system. It increases the sensitivity and enhances the
stability of the colour complex to more than 24 hours. It also
makes the colour development independent of pH in the acid
region. Addition of ethyl acetate to the alcoholic medium
permits organic samples to be analyzed by the same
procedure since organic is miscible in ethyl acetate. The
maximum absorbiviity in the alcoholic medium is at 375 nm
and 420 nm are chosen for absorbance measurement because
of the tendency of ammonium thiocyanate to fluorescence at
lower wavelengths.

2. Experimental

2.1 Instrumentation

The Beckman Model spectrophotometer is an accurate, easy
to operate instrument specifically designed for rapid
transmittance and absorbance measurements in the 320 —
1000 nm spectral range. All the absorbance measurements
were recorded by placing the sample tube containing the
solution.

2.2 Reagents

All reagents should be analytical grade.

1. Stannous chloride (10% w/v): Dissolve 10 g of hydrated
stannous chloride in 10 ml of 11M hydrochloric acid and
diluted to 100 ml with distilled water.

2. Ammonium Thiocyanate (50% w/v): Dissolve 50 g
ammonium thiocyanate in distilled water, made up to 100
ml. Add 10 g of activated alumina to declourize, shake and
allow to stand. Filter before use.

3.2 M Hydrochloric acid

4. Ethyl acetate, reagent grade, Fisher Scientific

5. Acetone, reagent grade, Fisher Scientific

6. Aluminum nitrate: saturated Al(NO;);.9H,0 solution

7. Standard Uranium solution: Dissolve 0.1179 g of pure
U304 in 25 ml of 8M nitric acid and dilute to 500 ml with

water to give a solution, 1 ml contained 200 g Uranium.
Standardize the solution by Davis Gray method [6].

2.3 Procedure

Weigh out from a polythene weight burette the required
quantity of uranium into 25 ml standard flask. Add 2 ml of
2M hydrochloric acid. Add 10 drops (~ 0.1 ml) of stannous
chloride solution. Pipette out 10 ml of the ammonium
thiocyanate solution and made up to 25 ml flask and shake
well before measuring absorbance at 375 nm and 420 nm.
Prepare a blank in the same fashion but without uranium.
Measure optical density against distilled water of the blank
and standard and take the difference.

Range
1. 1-10 ppm of uranium — 5 cm cell —OD at 375nm
2. 10 -50 ppm of Uranium — 2 cm cell — OD at 375

nm

3. 50 -500 ppm of uranium — 1 cm cell — OD at 420
nm

4. 500 — 2000 ppm of uranium — 1 cm cell — OD at
460 nm

Note: Absorbance measured within 15 min of preparation of
complex. Calculate the Uranium concentration of the
unknown samples from the calibration graph.

If uranium samples containing interfering cations. The
method consists of an extraction of the uranium into ethyl
acetate. To an aliquote of no more than 2ml of uranium
samples in an extraction vial, add 15 ml of saturated
aluminum nitrate. Add 20 ml of ethyl acetate, shake for two
minutes, and centrifuge to separate the phases. Pipette off 10
ml of the organic phase into another vial. Add 15 ml of 50%
ammonium thiocyanate, 10% stannous chloride in acetone.
Mix the solution and measure the colour against a blank
prepared in the same manner without sample.

3. Result and Discussion

Figure 1. refers to a typical calibration graph obtained using
Uranium with thiocyanate at 375 nm for the uranium
standards in the concentration range of 2-12 ppm. The
calibration graph is linear with a correlation coefficient of
0.099. By using this calibration graph, the concentrations of
uranium present in the unknown samples were calculated.

Figure 2. refers to a typical calibration graph in the range of
5- 10 ppm (2cm path length) showing the accuracy for the
determination of  Uranium as thiocyanate. The graph
obtained was linear with correlation coefficient of 0.00622.

Figure 3. refers to a typical calibration graph obtained using
Uranium with thiocyanate at 420 nm for the uranium
standards in the concentration range of 5-50 ppm using 1 cm
path length. The calibration graph is linear with a correlation
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coefficient of 0.062. By using this calibration graph, the
concentrations of uranium present in the unknown samples
were calculated.

Figure 4. refers to a typical calibration graph in the range of
500 -2000ppm (lem path length) showing the accuracy for
the determination of uranium with thiocyanate at 460nm.
The graph obtained was linear with correlation coefficient of
0.015

Molar absorptivities determined at various wavelengths
(375nm, 420nm & 460 nm) recorded in tables 1-4.

The interference of anions around 375 nm, which was not
too serious when the thiocyanate was fresh but became large
and rapid in forming as the thiocyanate solution aged. In
aqueous solution reducing agents stronger than stannous
chloride generally react more rapidly with the thiocyanate
and cannot be used to remove the iron interferences.
Fortunately, in acetone medium the attack of thiocyanate by
the stannous chloride was greatly inhibited and its use is
recommended. The major difficulties with the aqueous
thiocyanate method are the rather poor colour stability and
the large number of anion interferences. Thus, for the
purpose of obtaining a medium which would eliminate the
anion interference and yet retain the original sensitivity and
freedom from the cation interference turned to a system of
lower dielectric constant in which the ionization of the large
majority of weakly acidic anions is greatly suppressed. The
use of the thiocyanate acetone media has eliminated the
majority of the anionic interferences of aqueous thiocyanate
method. The ammonium or sodium salt of thiocyanate is
recommended over the potassium salt, as these salts caused
no insoluble salt formation at the high acetone water ratios
used in the procedure [7]. Typical results obtained by using
this methodology and instrumentation for the determination
of uranium in process samples generated results are reported
in Table 5. The results obtained are reproducible with
standard deviation 1% and relative error less than 2%.

Calibration Graph for Uranium at 375 nm
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Figure 1. Calibration graph for Uranium with thiocyanate at
375 nm - Concentration of Uranium (VI) 2 ppm - 12 ppm

Calibration graph for Uranium at 375 nm
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Figure 2. Calibration graph for Uranium with thiocyanate at
375 nm - Concentration of Uranium (VI) 10 ppm - 50 ppm

Calibration Graph for Uranium at 420 nm
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Figure 3. Calibration graph for Uranium with thiocyanate at
420 nm - Concentration of Uranium (V1) 50 ppm - 500 ppm

Calibration graph for Uranium at 460 nm
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Figure 4. Calibration graph for Uranium with thiocyanate at
420 nm - Concentration of Uranium (VI) 500 ppm - 5000 ppm
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Table.1 Molar absorption coefficient determined for U (IV) at

375 nm (path length 5 cm)

Table 3. Molar absorption coefficient determined for U (IV) at
420 nm (path length 1 cm)

Conc of Specific Molqr .
SNo | UVI) Absor | Absorbance | Absorptivity
bance (Abs/ g/L) | (L.Mol-1.cm-
(gL) )
1 0.0335 | 0.124 3.70 881.31
2 0.0313 | 0.112 3.58 852.04
3 0.0422 | 0.145 3.44 818.72
4 0.0583 | 0.200 3.43 815.86
5 0.1009 | 0.348 3.45 821.10
6 0.1021 0.348 3.41 811.58
7 0.2206 | 0.776 3.52 837.76
8 0.2143 | 0.760 3.55 844.90
9 0.3245 1.139 3.51 835.38
10 0.3451 1.212 3.55 844.90
11 0.3274 1.168 3.57 848.95
12 0.3406 1.188 3.49 830.62
13 0.4170 1.480 3.55 844.90
14 0.4269 1.528 3.58 852.04
Average 838.58

S Conc of Absor Specific Molar
N(.) U(VI) bance Absorbance Absorpltivit}ll
(g/ml) (L.Mol .cm™)
1 0.00237 | 0.134 11.308 2691.304
2 0.00222 | 0.129 11.622 2766.036
3 0.00238 | 0.140 11.765 2800.070
4 0.00345 | 0.228 13.392 3187.296
5 0.00362 | 0.244 13.466 3204.908
6 0.00475 | 0.306 12.884 3066.392
7 0.00476 | 0.301 12.647 3009.986
8 0.00588 | 0.393 13.367 3181.346
9 0.00603 | 0.404 13.392 3187.296
10 | 0.00713 | 0.443 12.426 2957.388
11 | 0.00683 | 0.460 13.470 3205.860
12 | 0.00861 | 0.587 13.635 3245.130
13 | 0.00875 | 0.593 13.553 3225.610
14 | 0.00829 | 0.564 13.605 3237.990
15 | 0.00936 | 0.614 13.120 3122.560
16 | 0.00960 | 0.630 13.125 3123.750
17 | 0.01604 | 0.722 13.618 3241.084
18 | 0.01727 | 0.736 13.722 3265.836
Average 3095.547

Table.2 Molar absorption coefficient determined for U (IV) at

375 nm (path length 2 cm)

Table.4 Molar absorption coefficient determined for U (IV) at
460 nm (path length 1 cm)

Cg;lc Absorba Specific Molar
S-No U(VI) nce Absorbance (f?\j[(:igtl;g}f)
(L) Vo
1 0.6225 | 0.521 0.8368 199.1584
2 0.6417 | 0.530 0.8259 196.5642
3 0.6558 | 0.550 0.8387 199.6106
4 0.7377 | 0.622 0.8432 200.6816
5 0.9364 | 0.783 0.8361 198.9918
6 1.0042 | 0.842 0.8385 199.563
7 1.1592 | 0.981 0.8627 205.3226
8 1.2839 1.102 0.8627 205.3226
9 1.2925 1.092 0.8448 201.0624
10 | 1.8189 1.562 0.8587 204.3706
11 1.8498 1.590 0.8596 204.5848
Average 201.3848

Cg?c Absor Specific Molqr .

S.No Absorbance Absorptivity

U(vDh bance 17

(L.Mol".cm™)

(g/ml)

1 0.0113 | 0.330 14.576 3469.088
2 0.0123 | 0.387 15.706 3738.028
3 0.0125 | 0.373 14.860 3536.680
4 0.0122 | 0.370 15.164 3609.032
5 0.0176 | 0.533 15.099 3593.562
6 0.0179 | 0.538 14.982 3565.716
7 0.0181 | 0.540 14.892 3544.296
8 0.0220 | 0.662 15.025 3575.950
9 0.0213 | 0.642 15.050 3581.900
10 | 0.0225 | 0.676 15.070 3586.660
11 | 0.0278 | 0.642 15.049 3581.662
12 | 0.0271 | 0.834 15.022 3575.236
13 | 0.0346 | 0.918 15.069 3586.422
14 | 0.0356 | 1.075 15.318 3645.684
15 10.0364 | 1.100 15.089 3591.182
16 | 0.0406 | 1.223 15.065 3585.470
17 10.0419 | 1.273 15.176 3611.888
18 | 0.0426 | 1.275 14.968 3562.384
19 |0.0439 | 1.327 15.104 3594.752
20 | 0.0460 | 1.394 15.155 3606.890
21 | 0.0471 | 1.420 15.068 3586.184
22 | 0.0475 | 1.428 15.031 3577.378
Average 3586.638

Table.5 Typical results obtained from process samples using
this present method

S.No | Absorbance Conc of U(VI)

(/mL)
1 0.718 0.0154
2 0.244 0.0036
3 0.528 0.0175
4 0.626 0.010
5 0.306 0.0048
6 1.074 0.0358
7 0.528 0.0259
8 0.677 0.0225
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9 1.079 0.0352

10 0.467 0.0071

11 0.407 0.0059
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Abstract

For engineering applications of thin films, appropriate
combination of high hardness with other properties. Ti;.
YALN films were synthesized by reactive magnetron co—
sputtering with different aluminum compositions which
appear to be appropriate for engineering applications.
XRD, SIMS, Nanoindentation techniques were used to
analyze these films. The as-deposited films were found to
be crystalline for Al concentrations of 35, 40, 55 and 64%
and became amorphous at 81%. The nanoindentation
hardness increases with increase in concentration of Al
up to 64% and starts decreasing beyond 81%.
Continuous Multi-Cycle indentation technique is used to
analyze the failure mode of the film with highest
hardness.

Keywords- Magnetron sputtering; Profilometry; Secondary
ion mass spectroscopy (SIMS); Nano-indentation.

Broad Area- Nanotechnology.

Sub-Area- Hardness of thin films.

1. Introduction

Coating materials that should withstand cyclic loading
during high speed cutting without failure are required for
high performance of protective thin films for wear and
tribological applications [1].Several transition metal nitride
films, especially TiN is an important material for protective
coatings and several other functional applications [2, 3].
However for wear protection, now-a-days metastable solid

CSVTU RESEARCH JOURNAL ISSN 0974-8725

solution phase based on Ti; Al,N with cubic structure is
preferred due to its oxidation resistance and higher hardness
[4-7]. The high hardness of these films is due to the
compressive stress in the film by the substitution of smaller
atomic radius Al in the place of Ti. High temperature
oxidation resistance of these films increase with Al
concentration, as it arises from protective and dense Al,O3
scale on surface [8].

Ti; ALN is a metastable solid solution and can be
synthesized through Physical Vapor Deposition (PVD)
techniques. There are many reports about different ways of
preparation, such as sputtering [8-11], cathodic arc
evaporation [7, 12], Chemical Vapor Deposition (CVD) [13,
14] and Pulsed Laser Deposition (PLD) [15]. Amongst these,
reactive magnetron co-sputtering is an important method to
prepare Ti; ALN films because of ease of control on
concentration of titanium, aluminum and nitrogen [10, 11].

The cyclic nanoindentation tests have been carried out for
phase transformation studies on the thin films and confirmed
by Raman microspectroscopy [16]. These tests can be used
to study the buckling, delamination of the film and the
interfacial strength between the film and the substrate [17].
In this paper, we are reporting the reactive magnetron co-
sputtering deposition of Ti;,ALN films with different Al
concentrations and their nanomechanical properties with the
help of a Continuous Multi-Cycle (CMC) loading
indentation.

2. Experimental Procedure

Ti; AN films were deposited on SS 304 LN (10 mm x
10mm) substrate by reactive magnetron co-sputtering
technique, using MECA 2000 (France) sputtering system.
Prior to deposition, the substrates were cleaned in-situ by
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Ar" ion bombardment. The targets were also sputter cleaned
before deposition. The base pressure of the chamber was

1x107° mbar.

maintained at 100 mm. A constant pressure of 1x 10~* mbar
and substrate temperature of 773 K was maintained through
out the deposition process. The total gas pressure of Ar to N,
was kept constant as 3:1 for all coatings. By varying the
power of both targets, Ti; AN films having different Ti/Al
ratio were synthesized. With these conditions 1.4 pum thick
films were prepared. The parameters for the synthesis of Ti;.
WALN films by reactive processing and their corresponding
Al percentage was obtained from EPMA. These are given in
Table L.

The target to substrate distance was

Table 1. Target power & their corresponding Al

concentrations
Al target Ti target
"?‘.) DC Pow:r w) RF Fl’ow:r w) Al%

1 120 300 35
2 150 300 40
3 180 300 55
4 200 200 64
5 180 100 81

Identification of crystalline phases and the corresponding
crystal structure were carried out by a STOE diffractometer
in the Glancing Incidence X-ray Diffraction (GIXRD) mode
at a glancing angle of 1°. Compositional homogeneity with
respect to depth was studied by Secondary Ion Mass
Spectrometry (SIMS) using IMS 4F (Cameca, France)
instrument. The depth profiles up to the substrate interface
were obtained using Cs’ primary ions. The depth calibration
of the SIMS profile was achieved by measuring the crater
depth using a Dektak 6M (VEECO, US) surface profiler.

The depth dependant hardness studies were carried out using
nanoindentation system (CSM open platform, Switzerland)
using a Berkovich diamond indenter. The hardness values
were obtained from load displacement curve with the help of
Oliver and Pharr technique [18]. We have used Continuous
Multi-Cycle (CMC) mode with a load range of 10 to
100 mN, 200 mN and 300 mN with a progressive load
increment of 10 mN. The unloading was allowed up to 5%

of the corresponding applied load. Time period of loading
and unloading was maintained at 60 sec each.

3. Results and Discussion

Figurel. shows the normalized GIXRD profiles of as
deposited Ti;.,AlN films with different Al concentrations.
The reactions were completed in every case and the XRD
profile shows peaks only corresponding to TiN with peak
shift and broadening. With lower Al concentration, Ti; ALN
films were formed with single phase NaCl structure and
these are highly oriented (200). The increase in Al
concentration increases the width of the peaks corresponding
to the Ti; cALN (200) with a shift towards higher angle (20).
At 55% Al content, a peak for (111) has formed, whereas at
either side of the Al concentrations this peak disappears.
These films become amorphous when the Al concentration
exceeded 81%, this can be understood from the XRD profile.

The grain size was calculated from the FWHM of the (200)
peak using Debye Scherrer formula .The grain size of the
films decrease with the increase in Al concentration and
these ultimately become amorphous. The change in the
roughness of the films is very small with the increase in Al
concentration. The decrease in the grain size with the Al
content during deposition can be explained by the following
reasons: (a) the addition of Al to TiN may change the surface
diffusion behavior of Ti and N atoms and (b) the grains of
disordered or amorphous AIN prevents the growth of TiN
phase [11]. When Al concentration varies above 64% to
below 81 % films were formed two phases with the cubic B1
structure and the hexagonal B4 structure were detected.

—81% Al

Normalized Intensity
(111)
(200)
[44]
3
R
b

Angle(2 )

Figure 1. XRD profiles of TiixAlN films with increasing Al
concentrations.
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For Al concentration varies above 81 % of Ti,AlN films
were formed only a single phase with the hexagonal B4
structure was observed so these reasons we have study only
the Al concentration in 64% and 81% of Ti; AN in this

paper.

For clarity and being concise, we have discussed
the SIMS profile of Ti;.(ALN film with 64% Al alone and it
is shown in the Figure 2. SIMS intensity of an element
depends on its concentration, isotopic abundance and its
relative sensitivity factor. Hence the absolute conversion of
SIMS intensity to its concentration is difficult. The relative
isotopic abundances for *’Al and *° Ti are 100% and 8%
respectively. The concentrations of Al, Ti and N in the film
throughout the thickness are uniform. The concentration of
nitrogen is found to be proportional to the titanium to
aluminum ratio. This is an indirect measure of stoichiometry
of films that remains constant throughout the depth. The
outer most layer

0

=

Entensity (c/8)
=4

il Al 64%

0 100 200 300 400 500 600
Depth (o)

Figure 2. SIMS profile of Ti1-xAIxN films with 64% Al.

intensities are affected by contamination and non steady
state sputtering. It has been found that the total metal (Al +
Ti) to nitrogen ratio remains almost constant for all the
samples of Ti;_(ALN.

The measured values of nanoindentation hardness of Ti,.
ALN films at the surface are mentioned in Table. II. Nano
hardness of the films increase with the increase of Al
content up to 64% and then decreases beyond 81% of Al.
Cubic NaCl structured Ti;  ALN with 64% Al exhibited
highest hardness of 37 GPa whereas one with 81% had the
hardness of 12 GPa. This value is almost similar to the bulk
AIN. The compressive stress occurring from substitution of
small aluminum atoms by titanium and the subsequent

reduction in the grain size contributed to the increase in the
hardness.

In CMC mode, the specimen is loaded to a specific
value, then unloaded and immediately reloaded at the same
place; a cyclic nanoindentation curve is generated. The
unloading and reloading paths do not overlap necessarily in
all materials.

Therefore, sensitive  dislocation-microstructure
interactions may be detectable in the unloading-reloading
curves during cyclic indentation. We have selected the
hardest film (64% Al) for CMC studies to understand the
crack formation and the interfacial strength existing between
film and the substrate. CMC tests carried out on the substrate
and Ti AN film are shown in Figure3 (a) and 3(b)
respectively.

Table 2. Grain size and hardness of thin films with different Al

concentrations
Al concentration Grain Indentation
(%) size (nm) Hardness
(GPa)
35 37 16.5
40 25 21.5
55 18 25
64 8 37
81 - 12

The hardness of the substrate does not vary with the increase in
progressive load. The surface preparation technique followed
for the substrate has increased the surface hardness
minimally. The slope of the unloading curve remains same.
This is an indication of constant modulus which is less
susceptible to variation.

4. Conclusions

Ti; AN films with increasing Al concentration
have been deposited on SS substrates by reactive magnetron
processing. 64% Al films exhibited a higher indentation
hardness of 37 GPa compared to other compositions.
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Nanoindentation hardness increases with the increase of Al
percentage and decreases beyond 81% of Al, where the film
becomes amorphous. Amorphous nature of this TiAIN film
is due to the disassociation of single phase compound to two
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Figure 3. CMC loading and unloading profiles of (a) substrate
SS-304LN and (b) the Ti1-xAIxN film with 64% Al
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structurally separate phases ie AIN and TiN. Grain size and
roughness of these films support the increase in the hardness
value. CMC loading clearly brought out the strain hardening
effect. This along with the contribution from substrate effect
influences hardness of the film. The hardness properties of
the TiAIN coating make it suitable for high temperature
cutting operations with minimum use of lubricant or dry
machining.
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Abstract

The present paper reports the synthesis and
characterization of ZnS and ZnS:Mn nanoparticles.
Nanoparticles of ZnS and ZnS:Mn were prepared by
chemical precipitation method using the solution of zinc
chloride, sodium sulphide, manganese chloride.
Mercaptoethanol was used as the capping agent. The
particle sizes of such nanoparticles were measured by
XRD analysis and it is found that the average particle
size is of few nm. For Zns nanoparticles only one peak
was found whereas two peaks were obtained in the
photoluminescence spectra of ZnS:Mn nanoparticles.
The dominant peak lies at 598nm and the low intensity
peak lies at 423nm. The XRD pattern indicated the
growth of the nanoparticles.

Keywords- Nanophosphor; XRD, Photoluminescence, ZnS,
ZnS:Mn

Broad Area- Applied Physics

1. Introduction

Semiconductor nanophosphors are described as a state of
matter that is intermediate between individual molecule and
bulk. Transition from bulk to nanoparticles lead to the
display of quantum mechanical properties and an increased
dominance of surface atoms which increases the chemical
reactivity of a material. Semiconducting nanocrystalline
materials have attracted tremendous attention in electronics
and photonics [1-3]. Of the various types of semiconductor
nanostructures, zinc sulfide nanoparticles have been
extensively studied because of their size or shape dependent
electronic and optical characteristics [2, 4-10], which follow
quantum confinement effects. Such nanomaterials have been
applied to light emitting diodes [11], photovoltaic devices
[12], lasers and sensors [13], phosphors in displays and also
in biomedical applications for biological labeling [14],

CSVTU RESEARCH JOURNAL ISSN 0974-8725

diagnostics [15]. Apart from tuning their properties by size
and shape, chemical strategies have been developed such as

doping ZnS nanoparticles with manganese or copper. For
the effective preparation of high quality ZnS nanoparticles,
a number of methods have been reported, such as solgel,
precipitation, electrochemical deposition, and
microemulsion [6, 12, 16]. They provide nanophosphors
with well defined particle size distribution but often require
expensive precursors and large volumes of solvent. The
incorporation of impurities by capping agents and low
production rate limit the large scale application at an
industrial level.

Luminescence measurements were identified as one of the
most important techniques to reveal the energy structure and
surface states of these particles. Localized trap states inside
the band gap were studied in detail to recognize the sub-
band gap energy levels. It was found that the defect levels
play an important role in determining the luminescence
characteristics of the ZnS nanoparticles. Numerous
researchers have investigated the structural and luminescent
properties of doped phosphor nanoparticles, especially
Mn2" doped ZnS nanocrystals, as ZnS can be doped with
Mn very easily. This doping causes a visible orange
luminescence at about 585 nm. It is well known that ZnS
doped with Mn exhibits attractive light-emitting properties
with increased optically active sites for applications as
efficient phosphors [17]. These nanomaterials behave
differently from bulk semiconductors as they are influenced
by various surface states arising due to quantum
confinement effect and large surface-to-volume ratio.

ZnS is semiconducting materials, which has a wide band
gap of 3.68eV. It is a very attractive material for optical
application especially in nanocrystalline form. ZnS can have
two different crystal structures (zinc blende and wurtzite),
both of which have the same band gap energy (3.68 eV) and
the direct band structure. ZnS has been used for the cathode
ray tube, the field emission display, and the scintillator as
one of the most frequently used phosphors.
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In this work zinc sulfide nanophosphors were prepared by
chemical precipitation technique and mercaptoethanol has
been wused for capping, which modifies surface of
nanoparticles and prevents the growth of the particles to
larger size. The effect of concentration of mercaptoethenol
on the particle size, effect of changes in Mn concentrations
on the photoluminescence spectra and on the particle size
has been investigated.

2. Experimental

There are various methods supported for synthesis of
nanoparticles. In the present investigation chemical
deposition technique described by Khosravi is used to
synthesize the powder of ZnS nanoparticles [18]. For
synthesis, the 1M aqueous solution of ZnCl, and 1M
aqueous solution of Na,S were mixed in the presence of
various concentration of mercaptoethanol (C,Hs;OSH)
solution. MnCl, was also mixed in the solution in ratio 99:1,
while stirring the solution continuously, so that solutions are
properly mixed. The obtained precipitate was washed
thoroughly three to four times in double distilled water and
then separated by centrifuge at 3500 rpm, and finally air
dried. Different samples of ZnS:Mn were prepared with
different Mn concentrations. The sample which is reported
here has 10 weight %. Special care was taken to maintain
the same physical condition during the synthesis of the
sample.

All the samples were characterized at Inter University
Consortium (IUC) Indore The morphologies and sizes of the
mercaptoethanol capped ZnS:Mn were determined by X-ray
diffraction studies with Cu Ko radiation (A\=1.5418 A). XRD
data were collected over the range 20°-70° at room
temperature. X-ray diffraction patterns have been obtained
by Rigaku Rotating Anode (H-3R) diffractometer. The
particle size was calculated using the Debye-Scherrer
formula.

The Photoluminescence measurements were carried out by
a Shimadzu RF 5301PC Spectroflurophotometer. Xenon arc
lamp was used as a excitation source and the detector (PM
tube RCA931) has a flat response from 240-1000 nm.

3. Results and Discussion

The XRD patterns for the samples are shown in
Figure 1.Three different peaks are obtained at 26 values of
29.50°, 48.80° and 57.80°. This shows that the samples have
zinc blende structure. The XRD peaks correspond to Bragg
diffraction was at (111), (220) and (311) planes for cubic
ZnS. Due to size effect, the XRD peak tends to broaden.
The broadening of peaks indicates nanocrystalline behavior
of the particles. The width of the peak increases as the size
of the particle decreases. The size of the particles has been

computed from the width of first peak using Debye Scherrer
formula [19]. The particle sizes of the ZnS samples were
found to be 5-7 nm.
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Figure 1 XRD pattern of ZnS and ZnS:Mn nanopatrticles.

The XRD spectra of the ZnS:Mn nanoparticles shows that
the presence of Mn increases the broadening of the second
peak. For Zns:Mn nanoparticles the second and the third
peak corresponding to (220) and (311) planes merge into
one peak at 20 =50.80". The broadning of the peak in Mn
doped samples are indicative of small crystalline size. The
particle size of the sample of Zns:Mn were observed
between 3-5 nm.

ZnS has a direct bandgap of 3.67 eV with an effective
energy band at wavelength 334 nm at room temperature. On
doping zinc sulfide with manganese, the Mn>" ions
substitute the Zn*" ions in the ZnS crystal acting as trap
sites, where the electrons and holes can be trapped. An
electron can undergo photo-excitation process in the host
ZnS lattice of nanoparticles and subsequently decay via a
nonradiative transition to the *T, level to the °A, level. The
strong emission could be attributed to the radiative decay
between these localized states of manganese inside the ZnS
bandgap. Figure 2 shows the typical room-temperature PL
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spectra from the ZnS nanoparticles and ZnS nanoparticles
doped with Mn. The PL emission at around 423 nm is
typical luminescence of undoped ZnS resulting from the
transition
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Figure 2. The PL spectra of ZnS and ZnS:Mn nanoparticles

of electrons from shallow traps near the conduction band to
sulfur vacancies present near the valence band. This peak
occurs because of the self- trapping hole centres in ZnS The
PL spectrum of ZnS:Mn has two peaks, one peak at 423 nm
and second at 598 nm.. The peak wavelength of ZnS:Mn
observed here is the same as that reported by many of the
co-workers[20-22]. This is the characteristic emission of
Mn*" (*T}- °4)) in ZnS lattice. However, the PL peak of the
Mn®" transition in the nanocrystal incurs almost no shift
when compared to the peak in the bulk sample. The peak at
598nm arises due to the excitation and subsequent de-
excitation of mn®" jons. The peak at 423nm occurs because
of the self- trapping hole centres in ZnS.

4. Conclusions

The nanoparticles of ZnS and ZnS:Mn were grown by
chemical routs in which mercaptoethanol was used as a
capping agent . The size of nanoparticle was found to
decrease when it is doped with Mn. The XRD pattern
indicated the growth of the nanoparticles. The particle size
of the sample of ZnS was measured as 7nm and Zns: Mn

was measured as 5 nm. The sample which is reported here
has 10 weight %. Only one peak was observed in the
photoluminescence spectra of ZnS nanoparticles, whereas,
two peaks were obtained in the photoluminescence spectra
of ZnS:Mn nanoparticles, where the dominant peak lies at
598nm (orange-red colour) and the low intensity peak lies at
423nm (blue colour). Hence it can be concluded that the
doping the ZnS nanoparticles with Mn will make them more
suitable for the cathodoluminescent devices.
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Abstract

There has been considerable interest in quantifying the
complexity of the time series of price variations
exhibited by stock markets. Different methods have been
developed for this purpose. Traditional entropy based
algorithms quantify the regularity of the time series.
Entropy increases with disorder, however, an increase in
entropy may not always be with increase in dynamic
complexity. The traditional algorithms may generate
misleading results because the algorithms are based on
single time scale .However, the multiscale entropy
approach measures the complexity of the system taking
into account the multiple time scales. This computational
tool can be quite effectively used to quantify the
complexity of a given time series. In this paper we study
the variation in various sectoral indices of Indian stock
market using multiscale entropy analysis (MSE).The
sample entropies (SampEn) of different sectoral indices
are calculated at different ranges of scales and their
MSE profiles are compared at different conditions.

Keywords- Entropy, Stock Market data, Multi scale
Entropy, index, data Analysis

Broad Area- Applied Physics

1. Introduction

Nonlinear dynamic analysis techniques empowered by
progress in the tools of complexity, deterministic chaos and
fractals etc. is clearly outperforming the linear methods in
analysis of real time series data [1]. Non linear methods
consist of an array of toolkits ranging from all kind of cor-
relation dimension calculations, Hurst dimension, Lyapunov

CSVTU RESEARCH JOURNAL ISSN 0974-8725

exponents, fractal dimensions —both in time as in phase
space domain, several types of entropy and complexity
measurements and algorithms/methods to estimate the state
space embedding dimension ("embedology") and time
delays (false nearest neighbors, autocorrelation, mutual
information) etc. Yet these approaches might not be without
some problem and pitfalls. Hence a cautious approach is
required otherwise a blind application of the methodology
on non linear signal may give misleading results.

It is estimated that for Grassbergers and Proccacia
correlation dimension a long enough data segment is
necessary of length N so that D, < 2 1ogN [2]. Such long
segments will probably contain artifacts and non-
stationarities that could jeopardize the whole analysis.
Takens Theorem states that if there is deterministic chaos
then the fractal attractor can be reconstructed in a time delay
space of appropriate dimension constructed from only the
one dimensional realization (the signal at hand), this does
not imply the reverse[3]. Calculating some non integer
dimensionality is evidently no sure proof of existence of
deterministic chaos[4]. The linear noise filtering of true
random series also suggests the presence of deterministic
chaos[5-6]. Hence the correlation dimension can not be used
as an absolute detector of chaos. Thus while using these
techniques it is imperative to prevent false "positive"
conclusions.

Thus it will be useful to focus on model free approach and
try to demonstrate alternation in signal complexity using
time domain fractal dimension. Multiscale entropy analysis
(MSE) is such a technique that is robust, less model
dependent (can be applied to deterministic chaos, stochastic
as well as periodic signals), can be used on relative short
signal segments and is less noise sensitive[ 7].
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This method can effectively be used in measuring the
complexity of finite length time series. This computational
tool can be applied to various types of physical data sets and
can be used with variety of measures of entropy. Whereas
traditional methods quantify the degree of regularity of a
time series by evaluating the appearance of repetitive
patterns, there is no straight forward correspondence
between regularity and complexity. Neither completely
predictable (e.g. periodic) signal, which have minimum
entropy, nor completely unpredictable (e.g. Uncorrelated
random) signals which have maximum entropy, are truly
complex, since they can be described very compactly. There
is no consensus definition of complexity. Intuitively
complexity is associated with “meaningful structural
richness”, which in contrast to the outputs of random
phenomena, exhibits relatively higher regularity. Entropy
based measures, such as the entropy rate and the
Kolmogorov complexity, grow monotonically with the
degree of randomness[2]. Therefore their measures assign
the highest values to uncorrelated random signals (white-
noise), which are highly unpredictable but not structurally
“complex” and at a global level, admit a very simple
description.

Thus, when applied to a given time-series, traditional
entropy-based algorithms may lead to misleading results.
For example, they may assign higher entropy value to the
data set that generate erratic outputs than to the output of the
systems that are exquisitely regulated by multiple
interacting control mechanism. Substantial attention,
therefore, has been focused on defining a quantitative
measurement of complexity that assign minimum values to
both deterministic/predictable and uncorrelated random /
unpredictable signals. In multiscale entropy analysis the
sample entropy of the system is calculated at different
scales[9-11]. The Sample Entropy is largely independent of
the time series length when the total number of data points
is larger than approximately 750[8]. Recently MSE method
has been applied successfully to quantify the complexity of
many types of time series data[12-13]

This paper is organized as follows: section 2 provides a
theoretical background and a review of related previous
research. In Section 3 we discuss the methodology applied
to different data sets and its analysis. In Section 4 we
present the result and the discussion of the study and finally
section 5 contains References.

2. Multiscale Entropy Analysis

The MSE method is based on the estimation of sample
entropy (SampEn) [8] which is a refinement of the
approximate entropy family of statistics introduced by

Pincus[14]. Sample entropy is a statistical measure which
quantifies the variability of time-series by comparing
sequence of consecutive data point. It provides a measure of
the regularity or predictability of a time-series (high
complexity). Sample entropy is derived from the conditional
probability that sequence of data-point is within a certain
tolerance range for a number of steps. Sample entropy
depends on the length of the series. Though it can’t be used
to distinguish between signals of similar form but different
frequency. A signal which contains noise and has a certain
period no more complex than the same quantity of data but
with a different periodicity.

*Due to the interrelationship of entropy and scale, which is

incorporated in the MSE analysis, the results are consistent
with the consideration that both completely ordered and
completely random signals are not really complex. In
particular, the MSE method shows that uncorrelated random
signals (white noise) are less complex than correlated
random signal. When the MSE Result for white noise is
compared with 1/f noise (pink noise) it is found that for
scale one, a higher value of SampEn is obtained for white
noise than pink noise. Although the value of entropy for the
coarse-grained 1/f noise series remains constant for all
scales, the value of entropy for the coarse-grained white
noise time series monotonically such that for scales above 4,
it becomes smaller than the corresponding value for 1/f
noise. In contrast with single-scale entropy based analysis,
the MSE results are consistent with the fact that unlike
white noise, 1/f noise contains correlations across multiple
time scales and is, 1/f therefore, more complex than white
noise.

3. Method

MSE method depends on coarse-graining procedure of the
given series. It incorporates two steps.
1.Consider a given time series

e )=l vy vy

The length of the series is N. Then we construct consecutive
coarse-grained time series by averaging a successively
increasing number of data points in non-overlapping
windows. Figurel shows an schematic illustration of the
coarse-graining procedure for scale 2 and 3. Each element

of the coarse-grained time series, ¥ is calculated

accordingly to the equation

(1
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Where, T represents the scale the factor and i <j < i The

length of each coarse-grained time-series is N/t. For scale
one, the time series {y'" } is simply the original time-series.

2. Finally, we calculate sample entropy (SampEn) for
each coarse-grained time-series, and then SampEn is plotted
as a function of the scale-facto

Let

77 {3}
':"zﬂ; L

1

)

@

be vectors of length m. Let n;,(r) represent the
number of vectors Uy,; Within distance r of U, where j
range from 1 to (N-m) and j# 1 to exclude self matches.

G3)
Is probability that any vector U, (i) is within tolerance

range r of U, (i) We then define

Scale-1:- X; X5 X3 X4 X5 X -
Y, Y, Y,
Scale-2:-
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E
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The parameter Sample entropy (Samp En) is defined as
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SempEn (m,r) = lim,_ {—m |
6))

For a Time Series of finite length (N), the sample entropy is
estimated by statistics,

SampEn (m,r, N)
(6)
Sample entropy is the natural logarithm of the ratio of the

total number of two components templates matches to the
total number of three components templates matches.

For scale one, the value of entropy is higher for the white
noise time series in comparison to the 1/f noise.

This result explains the facts that the 1/f noise contains
complex structures across multiple scales in contrast to the
white noise.
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4. Data Analysis

We analyzed the data base of various sectoral indices of
National Stock Exchange of India from tt5 (Advance) of
India Infoline Sec. Daily closing values of indices are taken
from 17™ june 2003 to 9™ feb 2010. Total no of data points
are taken to be 1623. Fig 2(a)-2(b) show the daily variations
of various secrtoral indices.
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Figure 2(a)-2(b) Graph of Various Sectoral Indices of Nifty

Figure 3(a-b) MSE Profile of Various Sectoral Indices of
Bombay Stock Exchange of India

3(a)-3(b) show their MSE profile respectively.
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Figure 4. Tick Value of NIFTY for Pre Budget, Budget and
post budget hours & Later hours of the Market.
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Fig 4 shows the variation of tick value of NIFTY for pre
budget hours, just after the budget announcement and at
later hours of the market.
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Figure 5(a-b) MSE Profile of Pre Budget, Budget and post
budget hours & Later hours of the Market

Fig 5(a) - 5(b) show their MSE profile respectively.
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Figure 6(a) Variation in the Tick value of NIFTY for 24th feb
2010 to 2 march 2010
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Fig 6(a) shows the variation in the tick value of NIFTY for
24" feb 2010 to 2 march 2010 in which there are two days
of pre- budget days, budget day, and one post- budget day.
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Figure 6(b) MSE Profile of Tick value of NIFTY for 24th feb
2010 to 2 march 2010

5. Result and Discussion

Studies of the MSE profile of daily variations of different
indices show that the BSE Metal Index exhibit lower MSE
pattern as compared to other sectoral indices. This is due to
the cyclical nature of the constituents of the index. Thus a
pattern emerging out of the cyclical nature gives rise to a
lower MSE pattern at all scales. All other indices show
identical MSE pattern indicating equivalent complexity
levels of daily data. Similarly NIFTY tick value is studied
for pre budget hours, just after budget, and later hours of
market timing on the budget day. The MSE profile shows
that the entropy of market was the maximum at pre budge
hours. The higher entropy profile indicates higher entropy of
the data. The index value of the budget and post budget
hours shows lower MSE profile showing low complexity,
i.e. higher degree of order. As the provisions of the budget
were made public market started interacting with the
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information showing lower MSE profile indicating higher
degree of order ( low complexity). Data of later hours again
shows higher entropy profile but still having lower values
of entropies at different scales than the pre budget hours.
However The same study performed on the NIFTY tick
value for the period from 24™ feb. 2010 to 2™ march 2010
in which there are two days of pre budget, budget day and
one post budget day indicates that the difference among
their MSE profile disappear and their profiles converge
showing the identical behavior. This indicates that the
market responds to received information with a higher
degree of order and adjust itself interacting with the
information. As the information has been received the
market behaves like an isolated system with higher entropy.

Thus in conclusion the findings of this study demonstrates
that multiscale entropy measurements could be an effective
alternative nonlinear approach for analyzing the stock
market data [15].
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Abstract

India Meteorological Department has implemented
district level quantitative forecasts for the parameters
like rainfall, maximum and minimum temperature,
relative humidity, cloud and surface wind from 1* June
2008 in real time mode for medium range time scale to
meet the requirement of Integrated Agro-advisory
Services in India. The forecast is based on three global
models namely, ECMWF, JMA and NCEP GFS. A
multimodel ensemble technique is developed based on
outputs of ECMWF, JMA and NCEP GFS models
where weight for each model is assigned on the basis of
their past performance. The value addition to the
ensemble model forecast is made by regional forecaster
on the basis of synoptic analysis, climatology,
topography and considering the error structure of
previous day’s model forecast. Verification of forecasts
has been done using various skill scores and categorical
statistics for district level forecast. The results of the
study shows that MME forecast is capable of capturing
the rainfall, maximum and minimum temperature
except in the case of extreme values. The output is
satisfactory and value addition has improved the
accuracy of forecast.

Keywords- Multimodel ensemble technique, Integrated
Agro-advisory Services, ECMWF model, JMA model,
NCEP GFS model, value addition, skill scores, MME
forecast, extreme values

Broad Area- Civil Engineering

1. Introduction

The very specific requirement for the Integrated Agro-
advisory Service of the India Meteorological Department is
to provide district level quantitative forecasts in the short to
medium range time scale.

CSVTU RESEARCH JOURNAL ISSN 0974-8725

For generation of district level quantitative forecasts, one
has to depend on the forecasts from dynamical Numerical
Weather Prediction (NWP) models. As these forecasts are
raw direct model outputs, the skill is likely to be poor. The
potential approach as emerged in recent studies
(Krishnamurti et al.,1999, Ebert, 2001; Arribus et al., 2005)
is the Multi-Model Ensemble (MME) technique. In the
MME approach, forecasts made with different models are
combined into a single forecast to partially take into
account the uncertainties in the model formulation and
initial conditions. This type of ensemble is different from
the ensemble forecast of the single model that utilizes a set
of different initial conditions where the different
initializations constitute the member models (Brooks and
Doswell, 1999).

India Meteorological Department (IMD) implemented a
MME based district level quantitative forecasts in the
operational mode since 1 June 2008, as required for the
Integrated Agro-advisory Service of India. The objective of
this paper is to document the performance skill of the IMD
MME forecasts in spatial and temporal scale during the
summer monsoon 2008.

2. Methodology

In the MME forecasting, the main issue relates to the
removal of the collective errors of the constituent models.
The major drawback of the straight average approach of
assigning an equal weight of 1.0 to each model is that it may
include several poor models. The mean of these poor
models degrades the overall results. To address this
problem, in the multimodel super ensemble approach
(Krishnamurti et al. 1999), weight is assigned to each model
based on spatial and temporal performance of respective
models. The strategy for the multimodel super ensemble
involves two phases. In the first phase, known as training
period, which utilizes the direct model outputs and the
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corresponding observed fields to derive the weights. In the
second phase called the forecast phase, utilizes the
multimodel forecasts and aforementioned weights to obtain
the final super ensemble forecast.

The NWP models such as, ECMWF, JMA, NCEP GFS,
UKMO and NCMRWF T-254 are considered for

formulation of the MME based district level 5 days
quantitative forecasts for the following parameters:

(a) 24 hours cumulative rainfall of a day

(b) Maximum and minimum temperature (trend)

(©) Morning and evening relative humidity

(d) Total cloud amount of a day

(e) Surface wind speed and wind direction

Out of 5 models, the operational MME for 2008 was
prepared based on 3 models namely NCEP, ECMWF and
JMA. The outputs of NCEP are available at 1 ° resolution,
JMA at 1.2 ° and ECMWF at 0.25 °. In order to generate
district level forecasts, in the first step all the model outputs
are statistically down scaled at the 25 km resolution. The
weight for each model at each grid point is generated on the
basis of the past performance (during monsoon 2007) of
these models, using following equation (Roy Bhowmik and
Durai, 2008; 2010):

o
Wi = 5 SE i = 1 2 , 161;
2 Ci
k=1
=12, 160

C is the correlation coefficient between observed and
forecast fields for each model (k) at each grid (i, j). Here 1, j
= 1,2,.,161, k=1,....3. Model domain is seclected as:
Equator to 40° N Latitude and 60° E to 100° E longitude. In
the second step, the multimodel forecasts and the
corresponding weights are utilized to obtain the final
ensemble forecast. For a district value, average value of all
grid points falling in a particular district is considered.

The standard procedure (Jolliffe and Stehenson, 2003) for
the model verification is to compute spatial pattern of mean
errors, root mean square errors (RMSE) and anomaly
correlation coefficient.

3. Data

The districtwise daily rainfall, maximum temperature,
minimum temperature, morning and evening relative
humidity of year 2008 monsoon period data have been used
for this analysis. The observed data, Multimodel ensemble

forecast data and value added forecast data have been used
for analysis and verification of forecast.

4, Result and discussion

4 1. Rainfall Forecast errors

The verification results of MME reveal that, RMSE of
daily rainfall of the order of 20-25 mm prevailed over the
domain of monsoon trough, particularly along the foot hills
of the Himalayas, over the North Bay of Bengal and along
the west coast where occasional heavy rainfall occurs.
Spatial coverage of errors is found to be considerably
reduced in the MME forecasts. RMSE generally remains
within 10 mm over the rest of the country. For ECMWF and
GFS, RMSE has been of the order of 25 — 30 cm over large
areas.

Figurel presents an inter-comparison of country mean
spatial CC of rainfall forecasts by MME and member
models. The results show that MME is superior to each
member model at all the forecasts (day 1 to day 5).

An inter-comparison of domain mean CC by these models is
shown in Table.1. The MME forecasts show higher CC at
all the forecast ranges.

Table 1. An inter-comparison of domain mean CC of

rainfall
IvobeLs  |pavilpay2  |pavs|pavalpays
lEcvmwr oo boso  Joso foss foss
INCEP GFS 0.80 [0.83 _ [0.73 |0.66 fo.7
UMA 0.86 [0.85  [0.80 [0.77 0.71
IVME 0.02 [0.92 [0.87 0.85 |0.83
0.5 SPATIAL CC (ALL INDIA) Ve
0.4 \\\-\ :_?:ASA
80:: \\

Figure 1. Inter-comparison of country mean spatial CC of
day1-day5 rainfall forecasts by
MME and member models for the period from 1 June to 30
September 2008
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MME based district level forecasts issued by the IMD New
Delhi has been disseminated daily to concerned
Meteorological Centres spread all over the country. Value
additions to the dynamical forecast is made by the
concerned Meteorological Centres on the basis of district
level synoptic, climatological, and topographical
knowledge, and from the consideration of the error

structures of the previous day’s forecast. The value added
district level forecasts are the final forecast product
provided for the Integrated Agro-advisory Service.
Examples on the performance of the value added district
level forecasts of Chhattisgarh are illustrated in Fig .2. and
Figure3.
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Figure 2. Qualitative verification of district level value added rainfall forecast for Chhattisgarh
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Figure 3. An inter-comparison of district level value added rainfall forecast against MME forecast and observation
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4.2. Temperature forecast errors

4.2.1. Minimum temperature

The RMSE for the minimum temperature remains with in 1°
to 2° C over most parts of the country, except in the extreme
northern India, over the domain of high terrain where
RSME becomes 10° C.

4.2.2. Maximum temperature

For the maximum temperature RMSE remains as 2°C over
most parts of the country, except over extreme northern
India, over the domain of high terrain where RSME
becomes as high as 8-10°C. The verification result of
Chbhattisgarh is shown in Figure4.

Mean Error and RVMISE of MMaximum Temperature
Forecast

2.83
2 .56
227 .23
2.01 2.04 2.03
2 o 1.83
1.73 1. 74
1.57
1.5 1.46
1
o.5
o

0 Mean Error
| RMSE

Raipur Surguja Bastar

Districts

Figure 4. Quantitative verification of district level
maximum temperature value added forecasts for
Central India ( Chhattisgarh)

4.3. Relative humidity forecast errors

4.3.1. Morning relative humidity

Spatial distribution of RMSE of morning relative humidity
(%) based on MME forecasts day 1 — day 5 for the period
from 1 June to 30 September 2008 remained nearly 10%
over most parts of the country.

4.3.2. Evening relative humidity

RMSE of evening relative humidity (%) based on MME
forecasts day 1 — day 5 for the period from 1 June to 30
September 2008. RMSE remained nearly 10% over most
parts of the country, except northwest India where it has
been of the order of 20-30 %.

Janjgir Rajnandgaon Bilaspur

5. State-wise performance of District Level
Forecasts

State-wise performance of district level forecasts for day 1
to day 5 is summarised in Table 2 - 6. Performance index is
defined as the % of total districts with threat score more
than 0.5 for rainfall thresholds of 2.5 mm, 5 mm, 10 mm
and 15 mm. Threat score is defined as number of correct
forecasts divided by total forecasts. The threat score ranges
between 0 and 1, with 1 as the perfect score. The district
level forecast skill is found to be reasonably good over most
parts of the country.
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Table 2. State-wise District Level Performance Skill of Rainfall Day 1 Forecast (% of districts with threat score 0.5 and above
for various rain thresholds)

STATE TOTAL DIST [2.5 mm 5.0 mm 10 mm 15 mm
ANDAMAN & NICOBAR 2 100 100 100 100
ARUNACHAL PRADESH 13 100 100 92 77
ASSAM 24 100 100 96 63
MAGHALAYA 7 100 100 100 86
INAGALAND 3 100 100 100 13
MANIPUR 9 100 100 100 11
MIZORAM 3 100 100 88 25
TRIPURA 4 100 100 100 50
SIKKIM 4 100 100 100 25
'WEST BENGAL 19 100 100 84 58
ORISSA 29 100 100 100 66
JHARKHAND 18 100 100 100 61
BIHAR 37 95 95 92 57
UTTAR PRADESH 70 100 100 90 17
UTTARANCHAL 13 100 100 92 38
HARYANA 19 100 89 32 5
CHANDIGARH 1 100 100 100 5
[DELHI 1 100 100 5 5
[PUNJAB 17 100 76 18 5
HIMACHAL PRADESH 12 100 100 100 17
JAMMU & KASHMIR 17 100 71 18 5
[RAJASTHAN 32 97 78 41 5
MADHYA PRADESH 45 100 100 87 18
GUJARAT 25 92 48 28 12
GOA 2 100 100 100 100
MAHARASHTRA 33 100 94 64 21
CHHATTISGARH 15 100 100 100 53
ANDHRA PRADESH 23 100 87 48 9
TAMILNADU 29 76 21 10 3
[KARNATAKA 27 100 93 52 33
KERALA 14 100 100 100 71
LAKSHADWEEP 1 100 100 100 100
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Table 3. State-wise District Level Performance Skill of Rainfall Day 2 Forecast (% of districts with threat score 0.5 and above
for various rain thresholds)

STATE TOTAL DIST [2.5 mm 5 mm 10 mm 15 mm
ANDAMAN & NICOBAR 2 100 100 100 50
ARUNACHAL PRADESH 13 100 100 92 77
ASSAM 24 100 100 96 58
MAGHALAYA 7 100 100 100 100
NAGALAND 8 100 100 100 13
MANIPUR 9 100 100 100 11
MIZORAM 8 100 100 188 13
TRIPURA 4 100 100 100 75
SIKKIM 4 100 100 100 25
WEST BENGAL 19 100 100 84 58
ORISSA 29 100 100 97 55
JHARKHAND 18 100 100 100 67
BIHAR 37 95 95 92 57
UTTAR PRADESH 70 100 100 83 11
UTTARANCHAL 13 100 100 92 23
HARYANA 19 100 |84 16 5
CHANDIGARH 1 100 100 100 5
DELHI 1 100 100 7 5
PUNJAB 17 100 65 24

HIMACHAL PRADESH 12 100 100 92 17
JAMMU & KASHMIR 17 100 65 18 5
RAJASTHAN 32 94 75 41 5
MADHYA PRADESH 45 100 100 89 11
GUJARAT 25 92 56 28 I8
GOA 2 100 100 100 100
MAHARASHTRA 33 100 94 55 27
CHHATTISGARH 15 100 100 100 40
ANDHRA PRADESH 23 100 I83 35

TAMILNADU 29 76 24 7

KARNATAKA 27 100 93 52 33
KERALA 14 100 100 100 71
LAKSHADWEEP 1 100 100 100 100
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Table 4. State-wise District Level Performance Skill of Rainfall Day 3 Forecast (% of districts with threat score 0.5 and above
for various rain thresholds)

STATE TOTAL DIST 2.5 mm S mm 10 mm 15 mm
ANDAMAN & NICOBAR 2 100 100 100 50
ARUNACHAL PRADESH 13 100 100 92 69
ASSAM 24 100 100 96 63
MAGHALAYA 7 100 100 100 86
NAGALAND 8 100 100 100 38
MANIPUR 9 100 100 100 0
MIZORAM 8 100 100 88 50
TRIPURA 4 100 100 100 25
SIKKIM 4 100 100 75 25
WEST BENGAL 19 100 100 79 53
|ORISSA 29 100 100 97 45
JHARKHAND 18 100 100 100 56
BIHAR 37 95 95 92 46
UTTAR PRADESH 70 100 100 89 10
UTTARANCHAL 13 100 100 92 15
HARYANA 19 100 89 11 5
|CHANDIGARH 1 100 100 100 5
[DELHI 1 100 100 5 4
PUNJAB 17 100 59 18 7
HIMACHAL PRADESH 12 100 100 100 17
JAMMU & KASHMIR 17 100 65 24 8
RAJASTHAN 32 97 75 34 5
MADHYA PRADESH 45 100 100 78 13
|IGUJARAT 25 92 52 24 4
[coA 2 100 100 100 100
MAHARASHTRA 33 100 88 52 21
|CHHATTISGARH 15 100 100 100 47
ANDHRA PRADESH 23 100 78 39 4
TAMILNADU 29 76 24 10 3
KARNATAKA 27 100 93 52 33
KERALA 14 100 100 100 79
LAKSHADWEEP 1 100 100 100 100
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Table. 5. State-wise District Level Performance Skill of Rainfall Day 4 Forecast (% of districts with threat score 0.5 and above
for various rain thresholds)

STATE TOTAL DIST [2.5 mm S mm 10 mm 15 mm
ANDAMAN & NICOBAR 2 100 100 100 100
ARUNACHAL PRADESH 13 100 100 92 85
ASSAM 24 100 100 96 63
MAGHALAYA 7 100 100 100 71
NAGALAND I8 100 100 100 13
MANIPUR 9 100 100 100 2
MIZORAM 8 100 100 88 13
TRIPURA 4 100 100 100 2
SIKKIM 4 100 100 75 25
WEST BENGAL 19 100 95 79 32
|ORISSA 29 100 100 97 28
JHARKHAND 18 100 100 100 39
BIHAR 37 95 95 92 49
UTTAR PRADESH 70 100 100 86 13
UTTARANCHAL 13 100 100 92 15
HARYANA 19 100 89 21 5
|CHANDIGARH 1 100 100 100 5
[DELHI 1 100 100 7 5
PUNJAB 17 100 71 24 5
HIMACHAL PRADESH 12 100 100 100 17
JAMMU & KASHMIR 17 100 65 12 5
RAJASTHAN 32 97 56 22 S
MADHYA PRADESH 45 100 98 80 16
|IGUJARAT 25 92 28 8 5
[coa 2 100 100 100 100
MAHARASHTRA 33 100 82 42 21
|CHHATTISGARH 15 100 100 100 13
ANDHRA PRADESH 23 100 83 26 3
TAMILNADU 29 76 24 7 3
KARNATAKA 27 100 89 52 33
KERALA 14 100 100 100 71
LAKSHADWEEP 1 100 100 100 100
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Table 6. State-wise District Level Performance Skill of Rainfall Day 5 Forecast (% of districts with threat score 0.5 and above
for various rain thresholds)

STATE TOTAL DIST [2.5 mm 5 mm 10 mm 15 mm
ANDAMAN & NICOBAR 2 100 100 100 50
ARUNACHAL PRADESH 13 100 92 92 85
ASSAM 24 100 100 96 58
MAGHALAYA 7 100 100 100 86
NAGALAND 3 100 100 100 13
MANIPUR 0 100 100 100 10
MIZORAM 8 100 100 75 13
TRIPURA 4 100 100 100 10
SIKKIM 4 100 100 75 25
WEST BENGAL 19 100 95 84 32
[ORISSA 29 100 100 97 31
JHARKHAND 18 100 100 100 39
BIHAR 37 100 97 95 38
UTTAR PRADESH 70 100 100 92 14
UTTARANCHAL 13 100 100 92 15
HARYANA 19 100 84 26 5
[CHANDIGARH 1 100 100 100 2
IDELHI 1 100 100 7 5
PUNJAB 17 100 71 18 5
HIMACHAL PRADESH 12 100 100 100 25
JAMMU & KASHMIR 17 100 65 24 5
RAJASTHAN 32 97 72 38 3
MADHYA PRADESH 45 100 100 78 7
[GUJARAT 25 92 36 4 3
lcoa 2 100 100 100 100
MAHARASHTRA 33 100 88 55 21
[CHHATTISGARH 15 100 100 100 20
ANDHRA PRADESH 23 100 83 48 0
TAMILNADU 29 76 24 10 3
KARNATAKA 27 100 89 52 33
KERALA 14 100 100 100 79
LAKSHADWEEP 1 100 100 100 100
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6. Conclusions

Results of this study showed that value added MME
forecast for rainfall RMSE generally remains within 10
mm over the country except in foothills of Himalaya where
it is higher. The RMSE in Maximum and Minimum
temperature forecast remains within 1°C to 2°C. The
RMSE of morning and evening relative humidity (%)
based on MME forecasts remained nearly 10% over most
parts of the country. All three models (ECMWF, JMA and
NCEP GFS models) in general, have the capability to
capture large scale rainfall features of summer monsoon,
such as heavy rainfall belt along the west coast, over the
domain of monsoon trough and along the foothills of the
Himalayas. Results of errors statistics have clearly
demonstrated the superiority of the MME over the member
models. Among the member models ECMWF is found to
be the best followed by JMA and NCEP GFS.
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Abstract

As the rainfall over a large area is not uniform the
average depth of rainfall over the area is determined.
Earlier in Mahanadi Reservoir Project Complex (MRP
complex) for calculation of average depth of rainfall for
different reservoir basin the records of eight raingauge
stations were used. After 1994 records of some
raingauge stations are not available. Hence modification
of formulation for rainfall analysis for MRP complex
basins is required. In this paper different rainfall
analysis such as check for consistency of rainfall records,
computation of average depth of rainfall for different
basins and check for adequacy of raingauge stations
have been done for new set of rainfall records. In this
paper the different methods of computation of average
depth of rainfall over a basin has been compared and the
suitable method has been used for calculating the
average depth of rainfall to construct the rainfall series
for the different reservoir basins of the MRP complex.

Keywords- Average rainfall depth, Thiessen Polygon.
Broad Area- Civil Engineering.
Sub-Area- Water Resources Engineering.

1. Introduction

Rainfall data is of utmost importance to hydrologist as it
forms the basis of many hydrological studies such as
rainfall-runoff relation etc. Rainfall is measured by a
network of raingauge stations established in the basin area
of a reservoir. Point rainfall is the rainfall at a single station.
For small areas less than 50 km” point rainfall may be taken
as the average depth over the area. In large areas, there will
be a network of raingauge stations. As the rainfall over a
large area is not uniform the average depth of rainfall over
the area is determined. Since most hydrological problem
require knowledge of the average depth of rainfall over a

CSVTU RESEARCH JOURNAL ISSN 0974-8725

significant area such as river basin, some procedure must be
used to connect the rainfall measured at the individual
raingauge established in the basin area to the areal averages.
It is never possible to determine the exact average depth of
rainfall, because the raingauges give, at best, a very small
sample. There are three methods of treating the raingauge
record to arrive at an approximate answer and in general the
three methods give three different approximations. They are
(i) Arithmetic mean method (ii) Thiessen polygon method
and (iii) Isohyetal method.

In Mahanadi Reservoir Project Complex (M.R.P.
Complex) there are three reservoirs, Ravishankar reservoir,
Murumsilli reservoir and Dudhawa reservoir. M.R.P.
complex consists of Mahanadi river basin. Earlier there
were eight rain gauge stations in Mahanadi basin and
average rainfall depth for the three reservoir basins were
calculated on the basis of these stations. The earlier rain
gauge stations are Rudri, Murumsilli, Gattasilli, Keskal,
Kanker, Bhanupratappur, Birgudi, and Mahud. After 1994
some raingauge stations were replaced due to
nonavailability of records. The raingauge stations
Murumsilli, Keskal, Kanker, Bhanupratappur, Birgudi and
Mahud are common in old and new system of raingauge
network. As the records of Rudri and Gattasilli raingauge
stations are not available hence in place of these two
stations, Gangrel and Dudhawa raingauge stations have
been used in new system. Hence it is required to reconstruct
the average depth of rainfall for reservoir basins of MRP
Complex on the basis of these new raingauge stations. The
location of new raingauge stations have been shown in
figure 1.

2. M.R.P. Complex

M.R.P. complex consists of Mahanadi river basin. In MRP
complex there are three reservoirs, Ravishankar Sagar
Reservoir on Mahanadi river, Dudhawa reservoir on up
stream of Ravishankar Sagar Reservoir on Mahanadi river
and Moorumsilli Reservoir on Sillari river a tributary of
Mahanadi river on upstream of Ravishankar Sagar
Reservoir. The total catchment area of MRP complex is
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3670 km>. MRP complex has to meet the demands of
municipal uses of Dhamtari and Raipur town, water supply
to Bhilai Steel Plant and Irrigation demand in 14810 ha.
area. M.R.P. complex is situated in Dhamtari district of
Chhattisgarh State. The Index Map of MRP complex and
location of raingauge stations are shown in Figurel.

LEGEND
PER- S RAINGAUGE
RIVER: ~==Z= STATIONS - ()

CATCHMENTBOUNDARY: ~ RI-GANGREL
DAM/WEIR: | R2-MAHUD

R3-BHANUPRATAPPUR
RESERVOIR : ss® RIKANKER
1:RAVISHANKAR SAGAR RS-KESKAL
2:MURUMSILLI

R6-BIRGUDI
R7-DUDHAWA
3:DUDHAWA

R8§-MURUMSILLI

Figure 1. (Index Map of MRP complex)

3. Methods of estimating average depth of
rainfall

In a river basin a network of raingauges measures rainfall.
Point rainfall is the rainfall at a single station. For small
areas less than 50 km” point rainfall may be taken as the
average depth over the area. In large areas, there will be
network of raingauge stations. As the rainfall over a large
area is not uniform, the average depth of rainfall over the
area is determined. There are three methods of estimating
average depth of rainfall.

3.1 Arithmetic average method

This is the simplest of the three methods. It is obtained by
simply averaging arithmetically the amount of rainfall at the
individual raingauge stations in the basin, i.e.

= 27
N

Where Pav = average depth of rainfall over the basin.

> P = Sum of rainfall amounts at individual raingauge
stations in the basin.

N = Number of raingauge stations in the basin.

If the basin area is flat and gauges are distributed uniformly
over the area and if the variation of individual gauge record
from mean is not too large, this method is probably as
accurate as any other method.

3.2 Thiessen Polygon Method

This method attempts to allow for nonuniform distribution
of gauges by providing a weighting factor for each gauge.
The stations are plotted on a base map of reservoir basin and
are connected by straight lines. Perpendicular bisectors are
drawn to the straight lines, joining adjacent stations to form
polygons, known as Thiessen Polygon. Each polygon area is
assumed to be influenced by the raingauge station inside it
ie. if Py, Py, P; ........ are the rainfalls at the individual
stations and A;, A;, A; .............. are the areas of the
polygons surrounding these stations, respectively, the
average depth of rainfall for the entire basin is given by-

L _Xan

av z Al
Where Y A; = A = total area of the basin.

The factors Aj/A, AJA, .......... Are called the Thiessen
weights. Thus the average depth of rainfall obtained by this
method may be interpreted as the sum of the rainfall
multiplied by the respective Thiessen weights. This method
is fast when once the weights are known. It makes use of the
rainfall record of the stations located at a short distance
beyond the boundary of the basin and their influence
diminishes as their distance from the boundary increases.
This is as it should be. On the other hand, in the arithmetic
mean method every station is given equal weightage
regardless of its location.

3.3 The Isohyetal method

In this method the point rainfalls are plotted on a suitable
base map of reservoir basin and the lines of equal rainfall
(Isohyets) are then drawn giving consideration to orographic
effects and storm morphology. The average rainfall between
the sucussesive isohyets taken as the average of the two
isohyetal values are weighted with the area between the
isohyets added up and divided by the total area which gives
the average depth of rainfall over the entire basin i.e.

P,, = ZA1—2 A,
\4
ZAI—Z

Where A, = Area between two successive isohyets
P] and Pz
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P+P
P, =12

> Ay = Total area of the basin
The accuracy of the method is highly dependent upon the
skill of the analyst. The method is very slow compared to
the previous two.

3.4 Selection of the method to calculate
average rainfall depth

Arithmetic mean method is the simplest of the three
methods, but in this method the same weightage is given to
the rainfall recorded at all the gauges irrespective of their
location. The Thiessen polygon method attempts to allow
for nonuniform distribution of gauges by providing a
weighting factor for each gauge. Hence it is better then the
arithmetic mean method. The Isohyetal method is better
than the previous two methods, but accuracy of method
highly dependent upon the skill of plotting isohyets, which
need the knowledge of orographic effects and storm
morphology. Comparing the merits and demerits of the three
methods it is clear that the Thiessen polygon method is easy
to adopt, less time consuming and due to weighting factor
gives better result. Central water Commission (CWC) has
also recommended the Thiessen polygon method to
calculate the average rainfall depth in MRP complex. Hence
this method has been selected for the estimation of average
rainfall depth for the different reservoir basins of the MRP
complex.

4. Estimation of average depth of rainfall for
reservoir basins of MRP complex

In MRP complex there are three reservoirs, Ravishankar
Sagar reservoir, Murumsilli reservoir, and Dudhawa
reservoir. The average depth of rainfall for catchments of
these reservoirs have been calculated by constructing
separate Thiessen polygon for each reservoir. To construct
the Thiessen polygon, raingauge stations have been plotted
on a base map of reservoir basin and are connected by
straight lines. Perpendicular bisectors are drawn to the
straight lines, joining adjacent stations to form polygons,
known as Thiessen Polygon. On the basis of these polygons
the thiessen weights have been calculated for each
raingauge stations by using the procedure as explained in
section 4.2. The average depth of rainfall for the catchment
of any reservoir can be estimated by taking sum of multiple
of rainfall of the different stations and the corresponding
thiessen weight of that station.

4.1 Thiessen Polygon for catchment of
Ravishankar Sagar Reservoir

The catchment area of Ravishankar Sagar Reservoir is 2559
km?. Earlier in this reservoir basin the Thiessen polygon
was constructed by taking 8 raingauge stations. The name of
raingauge stations and the corresponding thiessen weight
has been given in Table-1.

Table 1. ( Raingauge stations and Thiessen weight in old

system )
S.N. Raingauge Stations Thiessen
weights
1 Rudri 0.014
2 Murumsilli 0.096
3 Gatasilli 0.191
4 Keskal 0.130
5 Kanker 0.212
6 Mahud 0.142
7 Bhanupratappur 0.048
8. Birgudi 0.227

At present in this catchment there are 7 raingauge stations.
New Thiessen polygon has been constructed by taking these
7 raingauge stations. Six raingauge stations are inside the
catchment and one raigauge station (Bhanupratappur) is out
side the catchment. The name of raingauge and their
thiessen weight calculated for the different raingauge
stations has been given in table [2].

Table 2. ( Raingauge stations and Thiessen weight in new

system)
S.N. Raingauge Stations Thiessen
weights
1 Gangrel 0.052
2 Murumsilli 0.085
3 Dudhawa 0.108
4 Keskal 0.166
5 Kanker 0.333
6 Mahud 0.188
7 Bhanupratappur 0.076

The raingauge stations Murumsilli, Keskal, Kanker, Mahud,
and Bhanupratappur are common in old and new system of
Thiessen polygon. The raingauge stations Rudri, Gatasilli
and Birgudi has been deleted from the old system and two
new raingauge stations Dudhawa and Mahud has been
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added in the new system. The Thiessen weights of common
stations have been compared in table-3.

Table 3. (Comparison of Thiessen weights in old and new
system of Thiessen polygon )

S.N. Raingauge Thiessen Thiessen

stations Weights in Weights in

old system new system
1 Murumsilli 0.096 0.085
2 Keskal 0.130 0.166
3 Kanker 0.212 0.333
4 Mahud 0.142 0.188
5 | Bhanupratappur 0.048 0.076

The change in the values of Thiessen weights of the
common raingauge stations in old and new system is due to
the change in the shape and size of Thiessen polygon
corresponding to these raingauge stations, due to change in
number of raingauge stations from 8 to 7 in the catchment
area.

4.2 Thiessen Polygon for catchment of
Murumsilli Reservoir

The catchment area of Murumsilli Reservoir is 486 Km’.
Earlier in this catchment there were three raingauge stations.
The thiessen weights were calculated on the basis of these
three stations. The name of the raingauge and their theissen
weights has been given in table [4].

Table[4] ](Old raingauge stations and Thiessen weights)

S.N. | Raingauge Stations Thiessen weights
1 Murumsilli 0.119
2 Birgudi 0.225
3. Gattasilli 0.665

In this reservoir basin at present the record of Gattasilli
station is not available, hence there are two raingauge
stations. The name of raingauge stations and the thiessen
weight calculated on the basis of the new thiessen polygon
based on these two raingauge stations have been given in
table [5].

Table 5. (new raingauge stations and thiessen weights)

S.N. | Raingauge Stations | Thiessen weights
1 Murumsilli 0.42
2 Birgudi 0.58

Two raingauge stations, Murumsilli and Birgudi are
common in old and new system of Thiessen Polygon. The
data of Gatasilli station is now not available.

4.3 Thiessen Polygon for catchment of
Dudhawa Reservoir

The catchment area of Dudhawa Reservoir is 625 Km’.
Earlier in this catchment there was only one raingauge
station, Birgudi, hence thiessen weight of this station will be
1. In this catchment, at present the records of two raingauge
stations are available hence average depth of rainfall for this
catchment have been calculated by constructing thiessen
polygon on the basis of these two stations. In this
catchment there are two raingauge stations. The name of the
raingauge stations and their theissen weights has been given
in table [6].

Table 6.
S.N. Raingauge Thiessen weights
Stations
1 Dudhawa 0.175
2 Birgudi 0.825

5. The consistency of rainfall records

The trend of the rainfall records at a station may slightly
change after some years due to a change in the environment
or exposure of a station either due to coming of a new
building, fence, planting of trees or cutting of forest nearby,
which affect the catch of the raingauge due to change in the
wind pattern or exposure. In all such cases it is better to test
record of any gauge, which is suspected, and adjust the data
if required. The consistency of records at the station in
question is tested by double mass curve analysis. A certain
number of stations (usually 5 as minimum) with reliable
data of approximately the same length and in the same
climatic region are selected as base stations. In MRP
complex there are 8 raingauge stations. The raingauge
stations, Gangrel, Muroomsilli, Dudhawa, Kanker, and
Mahud have been taken as base stations to check the
consistency of the raingauge stations Keskal,
Bhanupratappur and Birgudi. The double mass curves to
check the consistency of the three stations have been
constructed and plotted in the graph and shown in Figure
no.2, 3 and 4. For double mass curve analysis rainfall of
mansoon months have been taken. From the double mass
curve of raingauge stations, Keskal, Bhanupratappur and
Birgudi, it is clear that the graph is a straight line hence
rainfall records of these raingauge stations of MRP complex
are consistent. Hence no correction is required and the
rainfall values of these raigauge stations can be directly used
for the calculation of average depth of rainfall.
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Double Mass Curve for Keskal Station
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Double mass curve for Bhanupratappur station
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Double mass curve for Birgudi station
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6. Adequacy of Raingauge stations

The adequacy of the number of gauges in the existing
network may be ascertained following the procedure given
by Indian Standards. The optimum numbers of raingauges N
is given by the equation-

(2]

where P is allowable degree of error in estimating the
average depth of rainfall over the area and C, is the
coefficient of variation of the rainfall recorded at the m

existing raingauge stations given by (Sx / Xay)X100. If
N<m, the existing network estimates the average depth of
rainfall with an error less than the allowable value of P and
no more gauges are required. If N>m, the additional gauges
required is given by (N-m), rounded off to the next highest
integer. In MRP complex there are 8 raingauges, hence
m=8, and taking the allowable degree of error P=5%, the
calculation for adequacy of number of gauges in the existing
network is given below:

The annual average rainfall of the 8 existing raingauge
stations of MRP complex are given in following table-

S.N. | Raingauge Station Annual Rainfall (X)
1 Gangrel 1249.61
2 Mahud 1102.98
3 Murumsilli 1261.83
4 Dudhawa 1159.37
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5 Birgudi 1274.75 stations calculated in this paper will be used for the
6 Bhanup. 1427.13 generation of rainfall series for the different reservoir
7 Kanker 1042.98 basins of MRP Complex.
8 Keskal 1257.05
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as N< m i.e. the number of existing raingauges are more
than the optimum number of raingauges hence the number
of existing raingauges are adequate.

7. Conclusion

In MRP complex earlier there were eight raingaue stations
and the average depth of rainfall was calculated on the basis
of these raingauge stations. After 1994 two raingauge
stations were replaced due to nonavailability of records.
Hence it is required to reconstruct the average depth of
rainfall on the basis of new raingauge stations. Out of the
three methods of calculating the average depth of rainfall
over a catchment the Thiessen polygon method was found
suitable and is used for calculating the average depth of
rainfall in the catchment of different reservoirs of the MRP
complex. The thiessen weight for the raingauge stations in
new system has been calculated and shown in table 2, 5, and
6. The change in the thiessen weight of the common
raingauge stations in old and new system have been
observed which is due to the change in the shape of the
thiessen polygon. The rainfall records have been checked
for consistency and were found consistent The adequacy of
the number of gauges in the existing network have been
checked and it was found that the number of gauges are
adequate. The new thiessen weight for different raingauge
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Abstract

A laboratory study was undertaken to evaluate the
performance of Black Cotton (BC) soil stabilized with
Rice Husk Ash (RHA). BC soil, A-7-5 type was collected
from borrow area in Raipur District, India. Using
various percentages of RHA (3, 6, 9, 11, 13 and 15 %)
and employing as criteria California Bearing Ratio
(CBR), Free Swell Index (FSI) and Plasticity Index (PI)
the optimum amount of RHA (11 %) was obtained.
Laboratory test results indicated a tremendous
improvement in terms of increase in strength and
reduction in expansion characteristics of BC soil with
the addition of RHA. In addition, the optimum moisture
content (OMC) and maximum dry density (MDD) tests
were conducted for different soil-RHA combinations
using modified proctor test. It was found that for RHA
stabilized soil the OMC increased and the MDD
decreased with increasing percentage of RHA.
Significant change in the plasticity index has been
observed; which shows a manifestation of the
ameliorating effects of stabilization. Finally, a cost
analysis of pavement was carried out by designing a
pavement according to Indian Road Congress (IRC)
Rural Road Manual Special Publication (SP): 20
specifications. It is observed that selected optimum
amount of RHA (11%) decreases the cost of pavement
by approximately 20% per kilometer of length. These
findings, by using RHA as a cost effective locally
available material, will be useful for highways engineers
for construction of pavement.

Keywords- Expansive Soil, Stabilization, Rice Husk Ash,
Compaction, California Bearing Ratio.

Broad Area- Civil Engineering.

Sub-Area- Soil Stabilization.
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1. Introduction

Use of various waste products in civil engineering
construction have attained considerable attention in view of
the shortage and high cost of suitable conventional
materials. Increasing cost of waste disposal and
environmental aspect forced construction Engineers to use
various waste products in suitable areas. Rice husk is a
major agriculture by-product obtained from the peddy. Rice
husk is popularly use as a fuel in small power plants, brick
kiln and brick clamps and these are the major source of Rice
Husk Ash (RHA). Chemically, RHA consist of more than
80 % of Silica. The high percentage of siliceous materials in
the RHA makes it good material for stabilization [1], [6],
[10].

Several researchers have conducted laboratory studies on
RHA stabilized soils. Muntohar (2002) conducted a series
of tests namely physical and index properties, compaction,
California bearing ratio (CBR), consolidation, and
unconsolidated undrained triaxial test on expansive clay
properties of soil to access the effect of RHA (amount
varied from 7.5, 10, and 12.5%). RHA was blended with
lime as lime pozzolana mix. It was observed that liquid limit
decreased whereas, plastic limit increased. RHA-lime
mixture achieved considerably reduction of PI and swelling
potential. The addition of RHA increased the OMC and
diminished the MDD. CBR value increased by addition of
RHA but lime has greater potential to increase the CBR.

An experimental investigation was made by Noor et al.
(1993) to access the effect of cement — rice husk mixtures
on compaction, strength and durability of Melaka series
lateritic soil. They observed that OMC increased while
MDD decreased with increased content of RHA.

A residual granite soil, typical of Malaysian residual soils
was used in the study by Ali et al. (1992) with RHA as an
additive to evaluate geotechnical properties of chemically
stabilized soils. From the study they concluded that,
addition of RHA alone decreases the MDD; whereas it
increases the OMC. The development of unconfined
compressive strength (UCS) of lime and cement stabilized
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residuals soil not only enhanced by adding RHA but also
shows higher initial rate of strength development. A
stabilized soil should be durable and from their study they
observed that addition of RHA with lime produces stronger
and more durable samples as compared with those samples
treated with lime only.

A study on laterite soil treated with RHA by Alhassan
(2008) showed a general decrease in MDD and increase in
OMC with increase in RHA content, moreover an
improvement in CBR and UCS compared with natural soils
was reported. Bhasin et al. (1985) reported an improvement
in the soaked CBR of soil on addition of RHA and lime
sludge. Rahman (1987) studied the effects of various mix
proportions of cement and RHA on geotechnical properties
e.g. Atterberg limits, compaction characteristics, UCS, CBR
and swelling of lateritic soils. From the test results it was
concluded that these lateritic soils stabilized with cement —
RHA mixtures can be used in pavement.

Roy and Chattopadhyay (2008) studied the effect of cement
on alluvial soil with pond ash and RHA on Atterberg limits,
compaction, UCS, unsoaked and soaked CBR, and observed
significant improvement in terms of soaked CBR and PI
without addition of cement. This is indicated the utilization
of maximum quantity of waste materials as a cost effective
mix with virgin soil (Roy and Chattopadhyay 2008). Jha and
Gill (2006) evaluated the effect of RHA on lime
stabilization by conducting compaction, CBR, UCS and
durability test and observed considerable improvement of
the lime stabilization by using RHA.

All above studies motivated to initiate the laboratory study
on BC soil to evaluate the potential of RHA alone as an
additive and to find the cost effective mix proportion.
Furthermore, the cost analysis of rural road was done by
designing pavements using IRC: SP: 20 — 2002.

2. Laboratory Investigations
2.1 Collection of Materials

The raw soil samples collected from borrow area located at
Tatibandh—Atari road (District Raipur, Chhattisgarh-India).
RHA was obtained from clay brick kiln situated at Village
Sarona (District Raipur India), about 1 km. from Tatibandh—
Atari road.

The raw soil and RHA properties were evaluated in
accordance with the Bureau of Indian Standards (BIS) in
laboratory. The raw soil was identified as inorganic fine
grained expansive (Free Swell Index value 83%) soil with
blackish gray in color. The specific gravity and pH value of
raw soil were evaluated as 2.63 and 8.02, respectively. The
liquid limit (LL), plastic limit (PL), and plasticity index (PI)
of the raw soil were found 47%, 30%, and 17%,
respectively. As referred to the Indian Standard and
AASHTO, soil classification system the soil was classified
as CI-MI and A-7-5 with 4% Group Index (GI) value.
Properties of raw soil are given in Table 1. RHA was
identified as Non-Plastic (NP) material with 94% LL and
having low specific gravity 2.039 but high pH value: 9.20 as

compared to raw soil. These properties are tabulated in
Table 2.

Table 1. Properties of Raw Soil

Soil Property Results Test Procedure

Field Moisture .

content (%) 2.87 IS : 2720 (Part 2) - 1973
Liquid Limit (%) 47 IS : 2720 (Part 5) - 1985
Plastic Limit (%) 30 IS : 2720 (Part 5) - 1985
Plasticity Index (%) 17 IS : 2720 (Part 5) - 1985
Specific Gravity 2.63 IS : 2720 (Part 3) - 1985
Maximum Dry .

Density (gm/cm’®) 1.9 IS : 2720 (Part 8) - 1983

Optimum Moisture

Content (%) 11.86 IS : 2720 (Part 8) - 1983

California Bearing 408 | I1S:2720 (Part 16) - 1987

Ratio (%)

FSI(%) 83 | IS: 2720 (Part 40) - 1977
pH Value 8.02 | IS:2720 (Part 26)- 1987
AASHTIO A-7-5 (4) | AASHTO M145-91(2004)
Classification

ISSCS CI-MI | IS : 1498 - 1970

Classification**

#FSI — Free Swell Index
*AASTHO -
**[SSCS - Indian Standard Soil Classification System

Table 2. Properties of Rice Husk Ash

Soil Property Result Test Procedure

Liquid Limit (%) 93.99 IS : 2720 (Part 5) - 1985
Plastic Limit (%) NP IS : 2720 (Part 5) - 1985
Specific Gravity 2.04 IS : 2720 (Part 3) - 1985
Maximum Dry .

Density (gm/cma) 0.71 IS : 2720 (Part 8) - 1983
Optimum Moisture .

Content (%) 45.52 IS : 2720 (Part 8) - 1983
California Bearing .

Ratio (%) 15.02 IS : 2720 (Part 16) - 1987
pH Value 9.2 IS : 2720 (Part 26) - 1987

2.2 Moisture Density Relationship

The soil collected from the site was pulverized with wooden
mallet to break lumps and then air-dried. Processing of
RHA was done on the similar line as that of raw soil. A
number of soil-RHA combinations were used to determine
the moisture density relationship as shown in Table 3 in
accordance with 1S:2720 (Part 8) - 1983. From the Table 3,
it is conferred that OMC increased and MDD decreased
with increasing percentage of RHA which is consistent with
observations reported by Ali et al. (1992) and Noor (1993)
and recently by Muntohar (2002), Alhassan (2008) and Roy
and Chattopadhyay (2008).
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Table 3. OMC and MDD of Raw and RHA Stabilized Soil

Additive | Additive (%) OMC (%) | MDD (gm/cm?)
Raw Soil 0 11.86 1.9

3 12.92 1.83

6 14.83 1.78
RHA (%) 9 15.96 1.75

11 16.63 1.72

13 17.24 1.69

15 19.43 1.63

2.3 Determination of Optimum Amount of
RHA

A number of approaches have been used in past to
determine the optimum amount of soil additive mixture.
Most commonly used approach is acceptable reduction of
PI, increase of CBR and swell reduction potential. Optimum
amount of soil additive mixture refers the amount of RHA at
which it gives the most acceptable stabilization limit in
terms of reduction of PI and swelling potential and strength
enhancement of raw soil. In the present study, the selection
of optimum amount of RHA was based on the strength test
(CBR), PI and FSI.

To access the effect of expansive clay properties, the RHA
was blended with soil in six different percentages: 3, 6, 9,
11, 13, and 15 %. A series of laboratory tests were
conducted namely the physical and index properties,
compaction and CBR. Consistency limits of the soil and
blended materials were evaluated in accordance with IS:
2720 (Part 5) — 1985. Variation of PI with six different
percentages of RHA mixes is shown in Figure 1 which is
similar to observation reported by Muntohar (2002) and Roy
and Chattopadhyay (2008). Specific Gravity of raw soil and
RHA mixes were found in laboratory in accordance with IS:
2720 (Part 3) — 1985 (Figure 2).

Free Swell Index (FSI) and pH value of raw soil and
blended material were evaluated in accordance with IS:
2720 (Part 40) — 1977 and IS: 2720 (Part 26) — 1987,
respectively as shown in Figure 3 and Figure 4. The FSI
decreases with addition of RHA as shown in Figure 3.
However, no further reduction in swell index was observed
after 11 % of RHA. Similarly, pH value reaches a constant
value after 11 % of RHA.

CBR test was conducted on the raw soil as well as on
blended material for evaluating the optimum amount of
RHA. The CBR tests were conducted on samples compacted
at OMC, and soaked for 96 hours in accordance with IS:
2720 (Part 16) — 1987. Variation of the soaked CBR value
with RHA mixes is shown in Figure 5 which is consistent
with observation reported by Bhasin et al. (1985), Rahman
et al. (1987), Muntohar (2002) and Roy and
Chhatopadhayay (2008). It was observed that CBR value
increases with addition of RHA up to a certain point, after

that it starts decreasing. Using FSI, PI and CBR parameters
the optimum amount of RHA was chosen as 11 %.
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Figure 1. Plasticity Index of RHA Mixes
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Figure 3. Free Swell Index of RHA Mixes
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Figure 5. Soaked CBR of RHA Mixes

3. Presentation and Discussion of Results

3.1 Effect of RHA on Physical and Index
Properties

As shown in Figure 1, it was inferred that PI decreased from
17% for raw soil to 6 % for 15 % RHA additive which is
similar to observation reported by Muntohar (2002) and Roy
and Chattopadhyay (2008). Specific gravity of the raw soil
was also having the same trend as PI as shown in Figure 2.
Since specific gravity of the RHA (2.039) was considerably
low as compared to raw soil (2.63) which leads reduction of
specific gravity of the blended material. pH value of raw
soil and RHA was found 8.02 and 9.20, respectively. Due to
higher pH value of RHA, pH value of blended material was
increased, corresponding to the increasing proportion of
RHA in soil as shown in Figure 4.

3.2 Effect of RHA on Free Swell Index

Figure 3 shows the effect of RHA on free swell index
properties of raw soil, which is similar to observation
reported by Muntohar (2002). Initially, FSI of raw soil was
83%, after addition of 3% RHA it tremendously reduces to

25%. Further addition of RHA, FSI of soil reduces
significantly. FSI reduces significantly at 11 % RHA. After
11% RHA, no reduction was observed in FSI. The reduction
in FSI of soil is expected as higher silica content of RHA
reacts with calcium hydroxide (CaOH) content of raw soil
(Muntohar 2002). Due to reduction in amount of CaOH in
soil, FSI of soil reduces significantly.

3.3 Effect of RHA on Compaction Properties
and CBR

The variation of MDD and OMC with RHA contents are
shown in Table 3. The MDD decreases while the OMC
increases with increase in the RHA content. The decrease in
the MDD can be attributed to the replacement of soil by the
RHA in the mixture which has relatively lower specific
gravity (2.039) compared to that of the raw soil which is
2.630 (Ali et al. 1992, Jha and Gill 2006). The decrease in
the MDD may also be explained by considering the RHA as
filler with lower specific gravity in the soil voids (Alhasan
2008). The increase in OMC due to addition of RHA, may
be caused by the absorption of water by RHA (Ali et al.
1992, Jha and Gill 2006). This implies more water is needed
in order to compact the soil with RHA mixtures.

CBR is widely used in the design of base and sub base
materials for pavement. CBR test is one of the common
tests for evaluating the strength of stabilized soils. The
variation in CBR value with addition of RHA from 0 to
15% is shown Figure 5. CBR value of raw soil increased
from 4.08 % to 11.83 % with addition of 11% RHA. It
slightly dropped at 13% RHA and remains constant at 15%
RHA. The initial increase in the CBR is expected because
of gradual formation of cementitious compounds between
the RHA and CaOH present in the soil. The gradual
decrease in the CBR after 11% RHA is due to excess RHA
that was not mobilized in the reaction, which consequently
occupies spaces within the sample and therefore reduces
bond in the soil and RHA mixtures (Jha and Gill 2006,
Alhassan 2008).

3.4 Effect of RHA on Construction Cost of
Pavement

Traffic survey was conducted on the Tathbandh-Atari rural
road on the peak season for 24 hours for three days: working
day, holiday, and market day for evaluation of design traffic
of the road in accordance with IRC: SP: 20 - 2002. Details
of the traffic survey are shown in Table 4.

As per IRC: SP: 20-2002 the design traffic was considered
in terms of the future traffic to be carried during the design
life of the road. Its computation involved estimation of the
initial volume of commercial vehicles per day, traffic
growth rate and design life in years. In case of rural roads
the commercial vehicles will be trucks, buses and tractor-
trolley. The traffic for the design life was computed from
Equation 1 in accordance with IRC: SP: 20-2002.

A=P(1+ )" ()
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where,

A = Number of commercial vehicles per day for design

P = Number of commercial vehicles per day at last count

r = Annual growth rate of commercial traffic (%)

x = Design life in years

n = Number of years between the last count and the year of
completion of construction

For evaluating the design traffic, parameters were assumed
as:

r= 6%,
x =10 Years (as per IRC SP: 20-2002),

Commercial Vehicle Per Day (CVPD) = 34 Nos.,

n =2 years

A =34(1+0.06)'"? = 6841 ~ 69 Nos.

As per number of commercial vehicle per day (69 Nos.),
Curve C (range of commercial vehicle per day 45 - 150) was
chosen from traffic classification in accordance with CBR
curves for flexible design chart IRC SP:20- 2002.

Table 4. Traffic Survey

Period Fast/Power Driven Vehicles Remarks
Date Cars/ Jeep/ Taxies/ Light Two Axles Multi Agricultural Total
Van/ Three Commercial Truck Axles Tractor
Wheelers Vehicles Tanker Trucks
12.04.09 10 5 3 1 15 34
13.04.09 11 4 2 3 14 34
14.04.09 13 5 2 2 12 34
Total Commercial Vehicle Average Per Day = 34 Nos.
Table 5. Pavement Design and Construction Cost Analysis
Subgrade CBR Traffic Total Pavement Thickness of curst (mm) Cost/ km
o . )
Type (%) Classification | Thickness (mm) Sub-base Base | Surfacing (Lakhs)
Course course
Raw Soil 4 Curve C 410 260 150 20 31
Raw soil + 11 11.83 Curve C 230 80 150 20 25
% RHA

Flexible pavement crust was designed for raw soil as a
subgrade having CBR 4% and for blended soil with
optimum amount of RHA (11 %) as a subgrde having CBR
11.83 % (as shown in Figure 5) in accordance with IRC: SP:
20-2002 guidelines. Total pavement thickness was
determined from the CBR curves for flexible pavement
design chart with reference to curve C in accordance with
IRC: SP: 20-2002 (CBR curves for flexible pavement
design chart IRC SP:20-2002 having four curves, namely A,
B, C, D according to number of commercial vehicles per
day) In the case of raw soil total pavement thickness
obtained was 410 mm, while, in case of blended soil with
11% RHA it was 230 mm. Thickness of crest required for
both cases were evaluated in accordance with IRC: SP: 20-
2002 for traffic classification curve C. Cost analysis were
done for both the cases with reference to designed cross-
section of the road. Total pavement thickness, thickness of
curst required and costs of pavement per km length are
shown in Table 5.

From the Table 5, it is evident that optimum amount of
RHA (11%) reduces the pavement cost by approximately
20% per km of length; moreover, use of RHA for
stabilization of BC soil helps to reduce the adverse impact
on the environment and fertility of the adjoining field.

4. Conclusions

Potential of RHA as a stabilizer for a BC soil, A-7-5 types
was examined by conducting various tests in laboratory
namely atterberg limits, compaction, CBR, swelling
potential and pH. Optimum amount of RHA: 11% was
found by considering increase in CBR, acceptable reduction
of PI and reduction of swelling potential approaches. CBR
value increased from 4.08 % of the raw soil to 11.83 % of
its stabilized counterpart, and FSI decreased from 83 % to
8%. The change in the plasticity index was observed to be
from 17 % to 6 %, a manifestation of the ameliorating
effects of stabilization. It indicates a tremendous
improvement in terms of increase in strength and reduction
in expansion and plasticity characteristics of BC soil. In
terms of compaction OMC moved to wet side, and MDD
reduced. It inferred that RHA imbibe more water to attain
MDD. Finally, from the cost analysis of pavements, it is
observed that selected optimum amount of RHA (11%)
decreases the cost of pavement by approximately 20% per
kilometer. These findings, by using RHA as a cost effective
locally available material, will be helpful for highways
engineers for construction of pavements. Utilization of
waste materials like RHA in bulk quantity in the
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construction of road project will be reduced the
accumulation hazard and environmental pollution.
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Abstract

Human activities generate wastes that are often
discarded as they are considered useless. Physically it
contains the same materials as that are found in useful
products. Hence it is necessary to restore the value so
that it terminates to be waste. The experimental study
was conducted on a laboratory scale using the
pelletisation technique. The pellets were made using corn
starch as binder along with varying proportions of
vegetable waste, sawdust, leaves litter, coal powder and
paper waste. An highest calorific value of 4880 cal/gm
with a moisture content of 7.39%, wet bulk densityl.11
gm/cc, dry bulk density 1.03gm/cc, durability 92.61%,
volatile matter 80.41%, ash content 8%, fixed carbon
4.2% and organic carbon 40.07% was reported. The
pellets are modern fuel, bearing reasonably high calorific
value which can become a substitution for conventional
fuel.

Keywords- Domestic Waste, Dry Process, Conversion, Fuel
pellets, ash continents

Broad-Area- Civil Engineering.

1. Introduction

India being a developing country with different life styles,
food habits, traditions and socio-economic aspects, is
coming out with best disposal options for municipal solid
waste. Concerns over consumption of resources have led to
calls for, firstly waste minimization or reduction and
secondly for ways to recover the materials and energy in the
waste, so that they can be reused. The present investigation
explores the best energy recovery options available and the
technical feasibility for pelletisation of segregated organic
waste for Bangalore city.

2. Objectives

The main objective of the present study is to utilize
vegetable wastes, dry leaves litter, paper waste, coal powder,
saw dust and corn starch which are regarded as useless and
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convert them into fuel energy by using pelletisation
technique. Apart from this, the other objectives include:

a) To minimize the food waste reaching the final destination.

b) To give certain percentage of relief to the energy crisis
faced by the community

¢) To compare the calorific values obtained from different
combination of organic wastes.

d) To study the physical and chemical characteristics of the
fuel pellets.

3. Pelletisation technology in India

The conversion of garbage into pellets using the
pelletisation technology is gaining more popularity in India.
The Indian garbage contains less of plastic, glass, metals as
compared to Western and European countries. An informal
sector of recycling exists in almost all the cities in India.

A plant of 80 TPD capacity converting garbage to fuel
pellets has been constructed at Deonar, Mumbai. The plant
is divided into three stages namely, stagel: Sun drying and
screening, stage 2: Drying and further separation, stage 3:
size reduction, mixing and pelletisation.

4. Material and methods

In the present investigations fuel pellets of 23.5mm.
diameter and 27.5mm. height suggested by European
Committee for standardisation were used. European
Committee for Standardization specifies that the maximum
allowable pellet diameter as 25 mm. The diameter of traded
pellets is predominantly 6-8 mm. The process of conversion
of solid waste into fuel pellets involved drying, removing of
non-combustible and recyclable fraction, shredding, mixing
with the binder and waste mix was subjected to pelletisation.

5. Results and Discussions

The characteristics namely, mechanical durability, wet and
dry bulk densities, ash content, moisture content, volatile
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matter, calorific value, fixed carbon, and organic carbon
content of fuel pellets were determined.

In all fourteen different combinations of the vegetable waste,
saw dust, leaves litter, coal powder, paper waste and binder
material, pellets were made and subjected to the
characterization of following parameters presented in
Table-1.

A detailed study of Table-1 reveals that, highest and lowest
calorific values are exhibited by the pellets Di and Dn
respectively and they fall in the range of 4880 cal/gm and
4058 cal/gm. The calorific values of fuel pellets were higher
than the calorific value of charcoal, reported as 2932
kcal/kg, produced from MSW reported by Bioenergy Lists:
Terra Preta. It was also reported by TIDE Technocrats
Private Limited that calorific value of fuel produced out of
100% Municipal Solid Waste has almost uniform calorific
value of around 3600kcal/kg without adding any additive.

2011.

The highest calorific value was observed for the
combination De with dry density of 0.62 gm/cc and least
density for the combination Dd and Dj with dry density of
0.41gm/cc. The significant variations of calorific values
were not observed with the variations of dry bulk density in
the dry process.

The mechanical durability varied in a close range of 89.86%

to 94.99% for all the pellets, which is an excellent range
ensuring that minimum dust emission during handling,
transportation and storage. Also there would be least
disturbance to the boiler feeding systems and minimum risk
to fire and explosion.

Table 1. Characteristics of fuel pellets prepared from dry process.

The heating value of pellets was further increased to around
4000kcal/kg by adding binder gum additive having higher
calorific value.

The highest calorific value was observed for the
combination De with dry density of 0.62 gm/cc and least
density for the combination Dd and Dj with dry density of
0.41gm/cc. The significant variations of calorific values
were not observed with the variations of dry bulk density in
the dry process.
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Sl. | Name | Calorific Dry % % % % % %
no. of value bulk Durability | Moisture | Volatile Ash Fixed organic
pellet cal/gm | density content matter | content | carbon carbon
gm/cc
1 Da 4130 0.59 92.63 7.37 59.55 4.81 28.27 46.75
2 Db 4368 0.55 91.58 8.42 72.48 8.90 10.20 51.20
3 Dc 4152 0.48 89.86 10.41 55.66 3.83 30.30 53.43
4 Dd 4515 0.41 92.25 7.75 76.79 6.60 8.86 50.09
5 De 4518 0.62 92.45 7.54 61.91 2.92 27.63 46.75
6 Df 4346 1.02 94.59 5.41 80.59 6.90 7.10 42.30
7 Dg 4552 0.50 94.21 5.79 82.61 7.70 3.90 46.75
8 Dh 4524 0.61 94.89 5.12 82.49 7.20 5.20 42.30
9 Di 4880 1.03 92.61 7.39 80.41 8.00 4.20 40.07
10 Dj 4234 0.41 91.92 8.08 76.92 7.10 7.90 37.85
11 Dk 4184 1.02 94.21 5.79 82.82 9.49 1.90 40.07
12 Dl 4668 1.00 94.62 5.38 85.33 7.50 1.80 42.30
13 Dm 4748 1.06 94.99 5.01 73.55 10.90 10.54 33.40
14 Dn 4058 1.02 92.70 7.30 75.14 9.08 8.48 40.07

The moisture content reported varies in the range of 5.01%
to 10.41%. The moisture content determines the quality of
the fuel. The present values are fairly low and hence falls
under the best quality fuel.

The volatile matter determines the pyrolisis capacity of the
solid waste. The high volatile matter content means that
most of calorific value would be released due to combustion
of volatile matter. The Municipal Solid Waste contains
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82.65 wt % volatile matters, paper and cardboards have
88.5 wt% and 73.6 wt % volatile matter respectively. The
Peat has 50.3 % volatile matter while plastics volatilized
completely in combustor except PVC which has 94.8 wt %
volatile matters.

In pellets of different combinations of waste, volatile matter
present varies from 55.66% to 85.33%. The Pellet Di with
80.41% of volatile matter has a calorific value of 4880
cal/gm. Therefore pellet Di has high calorific value with
higher volatile matter in it. The pellet Dc with volatile
matter of 55.66% has a calorific value of 4152 cal/gm.
Therefore different pellets of different combinations of
waste with high calorific values and with low or high
volatile matter can be made to suit the need, to use the
pellets as fuel.

The ash is a non-combustible matter and high ash content
would result in severe pollution. In the present investigation
ash content varies from 2.92% to 10.9%. The pellet De with
least ash content of 2.92% gave a calorific value of 4518
cal/gm. The pellet Dm with ash content 10.9% gave a
calorific value of 4748% cal/gm. The Municipal Solid
Waste with high plastic content consist of 8.76 wt % ash
content. The paper and cardboard have 20.2 % and 8.4 %
ash content respectively. Coal has 5.7 % ash content.
Therefore pellets produced from different combinations of
waste produce less of ash thereby causing lesser pollution.

The fixed carbon is the solid combustible residue that
remains after a coal particle is heated and the volatile matter
is expelled. The fixed carbon varies inversely with volatile
matter. The higher percentage of fixed carbon results in the
higher calorific value. In the present investigation the
percentage of fixed carbon were 28.27%, 30.3%, 27.63% for
Da, Dc, and De combinations respectively. The
combinations Da, Dc, and De had 59.55%, 55.66% and
61.91% of volatile matter respectively. The calorific values
of combinations Da, Dc, &De were 4130cal/gm, 4152cal/gm
and 4518 cal/gm respectively. Mumbai pelletisation plant
has recorded a fixed carbon of 12.00% - 18.00% and
volatile matter 50.00% - 65.00%. Therefore the
combinations of pellets in the experiment have higher
calorific value and will have better market value.

6. Conclusions

e The calorific values for the pellets tested are very
high and can provide relief for the energy crisis.

e The percentage mechanical durability values are
very high and hence the pellets can be regarded as
high quality fuel with easy handling.

e  Volatile matter is high and hence qualities of pellets
are suitable for pyrolysis.

e Percentage ash content is reasonable and hence
high calorific value, easy to deal the residual
product.

e Fixed carbon contents of some pellet combinations
are high with high calorific value therefore have
better market value.
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Abstract

A new algorithm to search for Pattern matching in
DNA sequence using Finite Automata is proposed. The
application area of this research work is to develop DNA
matching mechanism. DNA is represented in a form of
pattern and the main aim is to identify the pattern with
the help of Finite automata. Finite automata takes a
regular expression and regular expression directly
converted to Deterministic Finite Automata (DFA),
which will speedup the pattern matching process and
reduce execution time. This will also ensure optimum
utilization of memory space. The time complexity of the
algorithm is O (n*m), but the direct conversion it
moves to around 0O(n). The algorithm was
implemented and compared with some popular
pattern matching algorithms and it has shown more
enhancement in performance and faster than others.

Keywords- Pattern matching, Deterministic  Finite
Automata, Execution time, DNA sequence, string matching.

Broad Area- Computer Science & Engineering
1. Introduction

The Finite Automata pattern matching technique can be
used in many applications. It is used in DNA
fingerprinting, Biometrics and Automatic Speech
Recognition (ASR) to find selected patterns. A nucleic
acid is that carries the genetic information in the cell and is
capable of self-replication and synthesis of RNA. DNA
consists of two long chains of nucleotides twisted into a
double helix and joined by hydrogen bonds between the
complementary bases adenine (A), thiamine (T), cytosine
(C) and guanine (G). A succession of any number of
nucleotides greater than four is liable to be called a
sequence. In the typical case, the sequences are printed
abutting one another without gaps, as in the sequence
AAAGTCTGAC, going from 5' to 3' from left to right. With
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regard to its biological function, which may depend on
context, a sequence may be sense or anti-sense, and either
coding or non-coding. The sequence of nucleotides
determines individual hereditary characteristics

A DNA sequence or genetic sequence is a succession of
letters representing the primary structure of a real or
hypothetical DNA molecule or strand, with the capacity to
carry information String searching algorithms, sometimes
called string-matching algorithms, are an important class of
string algorithms that try to find a place where one or
several strings (also called patterns) are found within a
larger string or text. Let ¥ be an alphabet (finite set).
Formally, both the pattern and searched text are
concatenations of elements of X. The ¥ may be a usual
human alphabet (for example, the letters A through Z in
English). Other applications may use binary alphabet (X =
{0,1}) or DNA alphabet (X = {A,C,G,T}) in bioinformatics.
The possible letters are A, C, G, and T, representing the four
nucleotide subunits of a DNA strand - adenine, cytosine,
guanine, thymine bases covalently linked to phospho-
backbone. DNA fingerprint is a method used to identify
multilocus DNA banding patterns that are specific to an
individual by exposing a sample of the person's DNA to
molecular probes and various analytical techniques such as
Southern blot analysis. DNA fingerprinting is often used to
provide evidence in criminal law cases. Also called genetic
fingerprinting. Physiological interaction goes beyond the
physical interfaces that a computer has, which would
include the input and output devices. Physiological
interfaces actually secure and use real body characteristics,
including breathing, talking, and height and weight. Some
of the top innovations include automatic speech recognition
(ASR), virtual reality, cave automatic virtual environments
(CAVE), and biometrics Most approximate matchers used

for text processing are regular expression matchers.
2.1. String Matching Algorithms

String searching algorithms are an important class of
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string algorithms that try to find a place where one or
several strings (i.e. patterns) are found within a larger
string or text. Let ¥ be an alphabet I(finite set).
Formally, both the pattern and searched text are
concatenation of elements of X. The £ may be usual
human alphabet (A-Z). Other applications may use binary

alphabet (£ = {0, 1}) or DNA alphabet (X = {A,
C, G, T}) in bioinformatics. Table 1 summarizes
the most popular algorithms used for single and

multiple pattern matching. Where m 1is the pattern
length and n is the file size. The first thing worth noting
is that the relevant body of literature for this
problem is the  multi-pattern  string  matching
problem, which is somewhat different from the single
pattern string matching solutions that many people are
familiar with such as Boyer-Moore [1]. For single-
pattern string matching, there is a large body of wok in
which a single string is to be searched for in the text.
This processing is used in word processing applications,
e.g., in search and-replace operations.

Table 1. String matching algorithm summary

Algorithm Preprocessing time | Complexity
matching time

Naive string 0 (no preprocessing) | O((n-m+1) m)

search

algorithm

Trie-matching | 0 (no preprocessing) | O (m + #pat - n)

Rabin-Karp 6(m) O((n-m+1) m)

string search

algorithm

Finite O(m [Z|) 0(n)

automata

Knuth-Morris- | 6(m) 0(n)

Pratt algorithm

Boyer-Moore O(m) average O(n/m),

string search worst O(n m)

algorithm

On the other hand, the multi-pattern string

matching problem searches a body of text (in our case an
application file such as DNA sequence or a text file
regardless it's size) for a set of strings (patterns). One
can trivially extend a single pattern string matching
algorithm to be a multiple pattern string matching
algorithm by applying the single pattern algorithm to the
search text for each search pattern. Obviously this does
not scale well to larger sets of strings to be matched.
Instead, multi-pattern string matching algorithms generally
preprocess the set of input strings, and then search all of
them together over the body of text. Previous work
in precise multi-pattern string matching includes Aho-
orasick[2], Commentz- Walter[3], Jan Zdarek and Borivoj

Melichar [4],
KRITHIVASAN]S].
There has also been even more recent work in imprecise
string  matching algorithms using hashing and signature
based techniques. Although these methods may meet the
criteria of having deterministic execution time text, there
is a problem of positive matches that must be revivified
using a precise string matching algorithm. Thus, the
performance of the underlying precise matching algorithm
is still important, albeit at a reduced level.

Neetha Sebastian and KAMALA

The simplest and least efficient way to see where one
string occurs inside another is to check each place that it
may contain, one by one, to see if it's there[6] So, first it
should be seen if there's a copy of the pattern in the
first few characters of the file; if not, we look to see if
there's a copy of the pattern starting at the second
character of the file; if not, we look starting at the third
character, and so forth. In the normal case, we only have
to look at one or two characters for each wrong
position to see that it is a wrong position, so in the average
case, this takes 0(n) steps, where n is the length (size)of
the file.

3. The Proposed Algorithm Implementation

In this algorithm directly converting the Regular Expression
into DFA, such that due to direct conversion we are able to
speed up the pattern matching process and hence also able
to optimum utilize the memory space.

3.1 .Description of the algorithm

In this algorithm the four Main functions have been
proposed which are important building block of the
proposed Algorithm . These functions are :

1.nullable( )
2 firstpos( )
3.lastpos( )
4 followpos( )

These four functions will help us to traverse the syntax tree
T . Finally construct DFA from followpos. The functions
nullable, firstpos and lastpos are defined on the nodes of the
syntax tree and are used to compute followpos , which is
defined on the set of positions. Remembering the
equivalence between the important Non deterministic Finite
Automata (NFA) states and the positions of the leaves in the

syntax tree of the regular expression. The € - transition of
the NFA represents some fairly complicated structure of the
positions; in particular they encode the information
regarding when one position follow the other position. That
is, each symbol is input string to a DFA can be matched
by certain positions . An input symbol ‘c’ can only be
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matched by positions at which there is a ‘c’, but not every
position with a ‘¢’ can necessarily match a particular
occurrence of ‘c’ in the input string . The notion of a
position matching an input symbol will be defined in terms
of the function followpos() on positions of the syntax tree .
If 1’ is a position, then followpos(i) is the set of
positions j such that there is some input string ‘cd’ such
that 1 corresponds to this occurrence of ¢ and j to this
occurrence of d .In order to compute the function
followpos , we need to know what positions can match the
first or last symbol of a string generated by the given sub
expression of a regular expression . If r* is such a sub
expression the every position that can be first inr follows
every position that can be last in r . Similarly, if rs is a sub
expression the every first position of s follows every last
position of r . At each node n of the syntax tree of the
regular expression we define a function firstpos(n) that
gives the set of positions that can match the first symbol of
the string generated by the sub expression rooted at n.
Likewise we define a function lastpos(n) that can match the
last symbol of the string generated by the sub expression
rooted at n.

Table 2. Rules for Computing nullable & firstpos

NODE n nullable(n) firtspos(n)
Nis a leaf labeled ¢ true )
N is a leaf .lgbel.ed with false (i
position 1
nullagie(cl) firstpos(cl) U
nullable(c2) | TstPos(c2)
If nullable(c1)
then
nulla:riz(cl) firstpos(cl) U
é nullable(c2) ﬁrsfl‘;i(cz)
firstpos(cl)
true firstpos(cl)
/TN

(1) tells us what positions can
position 1y thesyntax tree. Two rules define all the
way one position can follow another.

1. Ifnis cat node with left child ¢l and right ¢2 , and i is a
position in lastpos(cl) then all positions in firstpos
(c2) are in followpos(i).

2. If nisastar node and i is a position in lastpos (n) then
all positions in firstpos(n) are in followpos(i).

3.1.1 Algorithm For Converting Regular
Expression To DFA

Input : A regular expression r .

Output: A DFA that recognizes L( 1)

Method :

1. Construct a syntax tree for the augmented regular
expression ( r )# , where # is a unique end marker
appended to ( 1).

2. Construct the functions nullable , firstpos lastpos and
followpos by making depth first traversals of T.

3. Construct Dstates , the set of states of D, and Dtrans ,
the transition table for D. The states in Dstates are sets
of positions ; initially , each state is “unmarked” and a
state become marked just before consider its out
transitions.

3.1.2 Algorithm For Constructing DFA

Initially, the only unmarked state in Dstates is firstpos(root)
Where root is the root of the syntax tree for (r)# ;

While there is a unmarked state T in Dstate do begin Mark
T;

For each input symbol a do begin, Let U be the set of
positions that are in followpos(p)

For some position p in T,

Such that the symbol at position is a ;

If U is not empty and not in Dstate then

Add U as an unmarked state to Dstates;

Dtrans[t,a]l:=U

End

End

3.1.3 Algorithm For Construction Of Transition
Function

Initially, the only unmarked state in Dstates is firstpos(root)
Where root is the root of the syntax tree for (r)# ;
While there is a unmarked state T in Dstate do  begin
Mark T;
For cach input symbol a do begin
Let U be the set of positions that are in followpos(p)
For some position p in T,
Such that the symbol at position is a ;
If U is not empty and not in Dstate then
Add U as an unmarked state to Dstates;
Dtrans[t,a]l:==U
End
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Figure 1. SYNTAX TREE FOR (A/C) ACC #
CALCULATION OF THE FOLLOWPOS():

Followpos(1)={1,2,3,}

Followpos(2)={1,2,3,}

Followpos(3)={4}

Followpos(4)={5}

Followpos(5)={6}

Followpos(1)={®}

Followpos(1)={1,2,3,}=P

Calculation of the transition function is as follows:

o(P,A)=06({1,2,3},A)
= followpos(1) U followpos(3)
={1,2,3) U {4}
={1,2,3,4}=Q

o(P,C)=5({1,2,3},C)
= followpos(2)
={1,2,3}=P

3(Q,A)=08({1,2,3,4},A)
= followpos(1) U followpos(3)
={1,2,3) U {4}
={1,2,3,4}=Q
3(Q,C)=6({1,2,3,4},0)
= followpos(2) U followpos(4)
={1,2,3) U {5}
={1,2,3,5}=R

3(R,A)=6({1,2,3,5},A)
= followpos(1) U followpos(3)
={1,2,3) U {4}
={1,2,3,4}=Q

O(R,C)=6({1,2,3,5},C)

= followpos(2) U followpos(5)

={1,2,3) U {6}

={1,2,3,6}=S
3(S,A)=0({1,2,3,6},A)

= followpos(1) U followpos(3)

={1,2,3) U {4}

={1,2,3,4}=Q
3(S,0)=6({1,2,3,6},C)

= followpos(2)

={1,2,3) =P

C

A.

A‘
—
"V

Figure 2. RESULTING DFA

3.1.4 Algorithm For Pattern Matching With The
Help Of Finite Automata
Finite Automation Matcher (T, Trans,m)
N<length[T];
Q<0;
Fori<1ton

Do q<-trans(q,t[i])

If g=m

Then print “ Pattern occurs with shift” i -m
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3.2 FA Implementation

The algorithm was implemented wusing object-
oriented programming with C++, and it was tested
using different DNA sequence with different filesizes.
However, the proposed algorithm is compared with other
three algorithms. They are Brute-Force, Trie, and Naive
string search algorithm. These algorithms are selected
due to common features with the proposed algorithm
as follows:

- Multiple string matching

- No preprocessing operations( and thus no
preprocessing time)

- Maintaining different type of files (in
contents and sizes).

The implementation and comparison with other
algorithms process is carried out When text file size =
1024 Dbytes, using different patterns and sizes in
implementation process. The results are obtained and
shown in the following tables.

Authentic DNA Sequences
AGAACGCAGAGACAAGGTTCTCATTGTGTCTCG
CAATAGTGTTACCAACTCGGGTGCCTATTGGCC
TCCAAAAAAGGCTGTTCAACGCTCCAAGCTCGT
GACCTCGTCACTACGACGGCGAGTAAGAACGC
CGAGAAGGTAAGGGAACTAATGACGCGTGGTG
AATCCTATGGGTTAGGATCGTGTCTACCCCAAA
TTCTTAATAAAAAACCTAGGACCCCCTTCGACC
TAGACTATCGTATTATGGACAAGCTTTAACTGT
CGTACTGTGGAGGCTTCAAAACGGAGGGACCA
AAAAATTTGCTTCTAGCGTCAATGAAAAGAAGT
CGGGTGTATGCCCCAATTCCTTGCTGCCCGGAC
GGCCAGGCTTATGTACAATCCACGCGGTACTAC
ATCTTGTCTCTTATGTAGGGTTCAGTTCTTCGCG
CAATCATAGCGGTACTTCATAATGGGACACAAC
GAATCGCGGCCGGATATCACATCTGCTCCTGTG
ATGGAATTGCTGAATGCGCAGGTGTGAATACTG
CGGCTCCATTCGTTTTGCCGTGTTGATCGGGAA
TGCACCTCGGGGACTGTTCGATACGACCTGGGA
TTTGGCTATACTCCATTCCTCGCGAGTTTTCGAT
TGCTCATTAGGCTTTGCGGTAAGTAAGTTCTGG
CCACCCACTTCGAGAAGTGAATGGCTGGCTCCT
GAGCGCGTCCTCCGTACAATGAAGACCGGTCTC
GCGCTAAATTTCCCCCAGCTTGTACAATAGTCC
AGTTTATTATCAAAGATGCGACAAATAAATTGA
TCAGCATAATCGAAGATTGCGGAGCATAAGTTT
GGAAAACTGGGAGGTTGCCAGAAAACTCCGCG
CCTACTTTCGTCAGGATGATTAAGAGTATCGAG
GCCCCGCCGTCAATACCGATGTTCTTCGAGCGA
ATAAGTACTGCTATTTTGCAGACCCTTTGCCAG
GCCTTGTCTAAAGGTATGTTACTTAATATTGAC
AATACATGCGTATGGCCTTTTCCGGTTAACTCC

CTG

The results are obtained and shown in the following tables:

Table 3. pattern= (A/C)*ACC (m=5)

Algorithm Number Number Comparis
of of ons per
occurrenc comparis character
es ons
Finite 2 1289 1.187
Automata
Brute-Force 2 1388 1.355
KMP 2 1393 1.360
Naive String 2 1387 1.354
Search
Algorithm

Table 4 . pattern=(A/G)' CTGG (m=6)

Algorithm Number of Number Comparis
occurrences of ons
comparis per
ons character
Finite 1 1299 1.156
Automata
Brute-Force 1 1409 1.376
KMP 1 1417 1.384
Naive String 1 1407 1.374
Search
Algorithm

4.

Observation And Result Analysis

After the implementation of the proposed algorithm, the
following points could be concluded from the obtained results
in table as follows:

The number of comparisons per character(CPC) which
is equal to: (Number of comparisons/file size) can be
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used as a measurement factor, this factor affects the
complexity time, and when it is decreased the
complicity also decreased.

- From the above results we can see that CPC is
always around 1, which means that the complexity
depends only at the file size. (O (n)).

- If we take in consideration the number of matching
(occurrences), we can say that the complexity is less
than O(n), since we need less number of comparisons
for the second match and less for the third and so on.

- For small, medium and large files complexity
remains without changing and still depends on file
size.

- The pattern
complexity.

- The pattern length and the multiple patterns
matching do not negatively affect the algorithm
performance.

- The proposed algorithm can suit any type of files with
any size.

length does not affect the

5. Discussion
5.1 Features Of Proposed Algorithm

The proposed algorithm can be described as quite simple
in description and in implementation with following
main features:
e The pattern matching process becomes fast as Regular
Expression directly get converted to
DFA .
e This will also ensure optimum utilization of memory
space.
e As compare to other pattern matching algorithms the
Time and Space Complexity will be less.
Good time complexity
Unlimited size of the pattern.
Unlimited size of the text file.
Direct use of Finite Automata
matching process.
e It can be used in different ranges of applications

technique in the

such as: text editors, DNA matching, computer
viruses detection, Noise detection (in communication
systems).

5.2 Conclusion

A new algorithm to search for pattern matching in DNA
sequences using Finite Automata is proposed. The
proposed Finite Automata algorithm improves some
performance enhancements compared with Brute-Force,
Trie-  matching, Naive  string  algorithms.These
enhancements were measured by CPC, and the testing

results have shown that Finite Automata algorithm has the
minimum value of CPC and less number of comparisons.
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Abstract

Fractal Image compression is a relatively new area in
the research field and a rapidly growing technique based
on the representation of an image by a contractive
transform, on the space of images, for which the fixed
point (reconstructed image) is close to the original image.
The work is intended to provide an approach on this
process by introducing the idea of multi-scale Domain-
pool classification using Fractal Dimension (FD) based
on complexity of the image. A pre-processing analysis of
the image by FD to identifies the complexity of each
image block for classification. The performance of this
idea, evaluated by means of fidelity versus encoding time
and amount of compression, and is compared with two
image compression method.

Keywords- Fractal Image Compression, Fractal
Dimension, Image Encoding, Domain-Pool, Encoding

Time.
Broad Area- Computer Engineering

Sub-Area- Image Processing

1. Introduction

Data compression plays an important role in computational
practices especially in image analysis and transmission due
to heavy memory requirement for storing and retrieving
images. The goal of image compression is to reduce storage
space and to save transmission time. With the development
of multimedia system, Biometric Security system the image
database is growing continuously. The growth of the image
database and the intense use of internet have enhanced the
necessity of efficient storage and fast retrieval of images
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[1]. There are several methods to compress images and new
researches have appeared in this direction. Fractal
compression can be considered as one of this new form

[2]. A more detailed description of fractal encoding method,
the notation used and a description of basic implementations
can be found in [3]. In this direction several researches have
subjected to improve the Compression Ratio, Time
Reduction and Image Fidelity [4]. An attempt has been
made through the present work to exhibit that the image
fidelity can be improved by considering the local image
complexity for domain blocks classification by applying the
constant contractive factor. Fractal Dimensions (FD) have
been processed to characterize roughness in images. The FD
could be used to obtain shape information and to distinguish
between smooth (small FD) and sharp (large FD) regions of
the image [6]. In other words, pre-processing local FD of
the image makes it possible to generate separate sets of
domain pools depending on the image complexity. To
derive the contractive transformation codes for the encoding
process, consider only the elements on domain pool of the
same FD as range block and consequently improve the
encoding time. Similar ideas are explored in some of the
recent works to reduce the encoding time [12] [13] [14].

This communication reports experimental results on
commonly used gray scale images: Lena, Cameraman,
Columbia, Goldhill, and Couple by BARNSLEY’s
algorithm, FISHER’s algorithm and the proposed algorithm.
Section 2 explains the mathematical foundation of the
Fractal coding for the proposed method. Section 3
demonstrates experimental results. Section 4 provides the
conclusion.

2. Encoding Using FD

As a model for the gray scale images, a space S of function
f- A — G has been considered, where the set 4 is taken as
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the set of spatial coordinates of the image while G
represents the set of intensity values of the image. A metric
d is used such that (S, d) is a complete metric space. The
fractal coding of an image F(N x N), finds a contractive
mapping 7 on (S, d) whose fixed point /' = T(F) exists and
is unique (by the contractive mapping fixed point theorem).
The fractal encoding process consists of the construction of
the operator 7, which will be defined by matching the better
range and domain couple of the original image.

Let Ri and Di be two subsets on F. Ri is called Range
formed from partitioning (n X n) non-overlapping region on
A and Di (2n x 2n) is formed, also by subset of 4 but which
may overlap. Let #ti: Di — Ri be a contraction defined by
matching the better # (Dj) for each Ri, which means that #
is chosen such that the distance d(Ri, i (Dj)) is as small as
possible. The operator T is given by

(N/n)?
T=  tF)
1=1

Considering the contractive factor s of the collage theorem
[2] and fixed point X (attractor), then
d(F,x)< 4D
l-s

By the Collage theorem an upper limit of the distance
between the original image F and its reconstructed image X
is obtained as a function of the contractive factor s of 7.
Several researchers have used the scheme where a digital
image is partitioned into square range blocks (say n x n
pixels) and larger square domain blocks, probably twice the
size of the range blocks [7]. This scheme makes the
compression process simple with the contractive factor fixed
at s=1/2. So by the collage theorem

d(F,X) < 2d(F,T).

If the contraction of T is reduced to s=1/3, 1/4, 1/5 or 1/6,
then by the above theorem the upper bound to d(F,X) will
decrease to

d(F.X)< gd(F,T}d(F,X)s ;‘d(F,T)

d(F,X)< 3 d(F.T) d(F,X)< gd(F,T)

respectively, and it is expected that the attractor X should
look (each time more) quite like F, with these new set of
contraction s. This is the main idea of the present work and
in this paper only the contractive factor s=//4 has been

considered for different domain classes based on image
complexity value. The choice of contractive factor s=1/4,
gives the average image complexity and equal distribution
of domain blocks in each classes. The main idea of this
paper is to classify the domain blocks based on image
complexity value. Let D be a collection of subsets of Dj
from which the better matching are chosen. D consisted of
m x m pixels. The number of elements on D determines how
much computation time the encoding may take for finding
ti(Dj) for each Ri. For encoding, the mapping must be
specified and the better domain squares Dj must be chosen
from a set of potential candidates. The choice of the domain
pool as 4n x 4n for each n x n range block, reduced the
computation required for a brute force search [5]
minimizing image quality reduction.

Local FD has been used here to subdivide the domain
blocks into classes of complexity (Figure 1). Some methods
on FD estimation do not give satisfactory result in all range
of FD for images (here consider the range 0 to 2). For fast
FD evaluation a simple and efficient algorithm has been
used [6]. We use four levels of complexity, based on the DF
of each image part:

0<FD<.5 .5<FD<l
1<FD<1.5 1.5<FD<2

For the mapping f; to be specified, domain blocks D; must
be chosen from a class of potential candidates, i.e. a class
with same FD of the range. All the images have been treated
as ideal fractal models. In the context of this analysis, the
corresponding blocks represent semi-fractal behavior.
However, the problem of finding the real fractal dimension
of the image blocks have not been addressed, it is only a
way for classify them by using its local complexity [10].

DF=0 DF=0.5 DF=1.0 DF=1.5 DF=2.0

———+—

Class-1  Class-2 Class-3 Class-4

Figure 1. Relating the Domain Pool and FD with the Domain
Class

3. Performance Evaluation

The performance of this proposition, evaluated by means of
fidelity versus encoding time, is compared with the brute
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force algorithm [5], [8] and the adaptive quadtree method
[9]. On FISHER’s program [9] the default flags (7 bits for
the offset factor and 5 bits for the scaling factor), and 4 x 4
Range blocks (no Quadtree scheme) have been used. Figure
2 represents the compressed the image quality on
reconstruction of five images, namely Lena, Cameraman,
Goldhill, Columbia and Couple using the proposed
methodology. Similar results for the other two methods
have been presented for comparison (Figure 3 and Figure 4).
All images have 128 x 128 pixels and 256 gray levels. For
quality verification, the results of subtraction operation
between the original image F and its reconstructed image X
have also been presented in these figures. In order to
compare the performances of the developed model and the
existing models, parameters of the encoding process, viz.,
Encoding time, the Root Mean Square Error (RMSE), the
Signal to Noise Ratio (SNR), the Peak Signal to Noise Ratio
(PSNR) and the Compression Ratio on bits per pixel of the
image have been depicted in the Table 1, Table 2 and Table
3. These parameters are defined as:

e(-xay) :F(xay)_A(xay)

. RMSE = — ZZ(@(xy))

x=1 y=1

SY(A(xy))

SNR == ;
22.(e(x,y))
2P—1

x=1
RMSE

=

~

%MZ

PSNR = 2010g]0

where p is the number of bits per pixel of the
image.

Table 1. Performance of the proposed method (local Fractal
Dimension with blocks of size 4 x 4 and s = 1/4) on the set
of test images. Each image is represented by a file with
25600 bits. The compression ratio for all images is 1.5625

bpp (bits per pixel)
Image Name | Time (s) RMSE SNR P(il;;l
Lena 25.782 14.580 | 11.703 | 35.220
Cameraman 30.891 17315 | 10.123 | 36.777
Columbia 31.906 23.703 8.502 | 33.948
Goldhill 59.563 17315 | 12.205 | 34.472
Couple 22422 20.891 | 11913 | 32.697
Average 34.112 18.7614 | 10.889 | 34.623

Table 2. Performance of BARNSLEY’S PROGRAM [5] for
the same images. Each image is represented by a file with
57376 bits. The compression ratio for all images is 3.5020

bpp (bits per pixel)
Image Name | Time (s) | RMSE SNR P(?;;?
Lena 469.404 7.616 13.347 | 30.495
Cameraman 469.355 14.010 8.188 23.283
Columbia 469.385 16.393 5.347 23.83.7
Goldhill 469.375 6.797 13.435 | 31.483
Couple 469.313 13.681 8.340 25.408
Average 469.366 | 11.700 9.731 27.667

Table 3. Performance of FISHER'’s program [9] for the same

images.

Image Time PSNR | Compr
Name (s) RMSE SNR (dB) -ession
Lena 0.273 10.634 | 9.736 | 27.596 | 1.4282
Camera- | 515 | 18.088 | 6.624 | 22.982 | 1.4058
man

Columbia | 0.261 | 17.926 | 4.917 | 23.061 | 1.4180
Goldhill 0.262 9.837 9.429 | 28.273 | 1.4360
Couple 0.248 | 17.336 | 6.691 | 23.351 | 1.4375
Average 0.251 | 14.764 | 7.479 | 25.053 | 1.4251
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Figure 2. Five test images used in the experiments (First Column); Reconstructed images using Local Fractal Dimension with
Range Block of size 4 x 4 pixels, s=1/4 (Second Column); Difference image for quality verification: 5.||e(x; y)I| (Third Column);
and ||5. e(x;y)/2 + 127|| (Fourth Column).
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I

Figure 3. Five test images used in the experiments (First Column); Reconstructed images using BARNSLEY's program
(Second Column); Difference image for quality verification: 5.[|e(x; y)|| (Third Column); and |[5. e(x;y)/2 + 127|| (Fourth Column).
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Figure 4. Five test images used in the experiments (First Column); Reconstructed images using Fisher's program (Second
Column); Difference image for quality verification: 5.||e(x, y)|| (Third Column); and [|5. e(x,y)/2 + 127|| (Fourth Column).

4. Conclusions

Fractal image compression is relatively developing topic
in image processing area. The idea of storing image
blocks as a set of transformations is very efficient.
However, the speed of encoding process is always a major
obstacle in this scheme. This paper discusses a fractal
compression scheme adapted with a Fractal Dimension
classifier. With this Fractal Dimension classifier, the
domain pool wused in the encoding processes has
significantly reduced the encoding time. The results

shows that with suitable classification on range blocks,
we can speed up the encoding by about 93% of
BARNSLEY's approach and also the images on Figure 2,
encoded by the proposed approach is slightly better than
that on the second column of Figure 3 produced by
BARNSLEY’s program however, it produces much better
results than FISHER’s program (Figure 4). However
FISHER’s program presents minimal encoding time and
maximal compression ratio.
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Abstract

The principal objective of a utility is to deliver power to
the customer satisfactorily (i.e. with voltage and
frequency within limits) and in a manner most
economical to the company with respect to transmission
and distribution. Increased use of modern sensitive
equipments and the increased demands on capacity
utilization in the industry not only require an
uninterrupted electricity supply but also strict
adherence to specified parameters. The goal of power
engineers is to provide an uninterrupted supply of high
quality power to customers in a secure and economic
environment. For reliable and economic operation of
power system, it is essential to monitor and control the
status of the entire power lines in a control centre.

Presently the power system studies are based on
decoupled theory. Accordingly ANN models have been
developed and have been reported for power system
analysis. In case of decoupled ANN models, different
ANN network having the corresponding input/output
are required for effective studies.

But in this paper an ANN model based studies are being
reported having an integration of both the factors i.e.
real and reactive powers, in which only one ANN model
is needed and it is able to report the output parameters
of the POWER-QUALITY measures e.g. voltage-
magnitude.

Keywords- Power quality, reliable and economic operation
of power system, Artificial Neural Network.

Broad Area- Electrical.

Sub-Area- Power system, Power quality

1. Introduction

The quality supply means constant voltage and constant
frequency power supply under normal operations .Any
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violation in the above two quantities (V, f) introduce the
harmonics in the system. A measure of the harmonic content
in a signal is the Total Harmonic Distortion THD. For good
quality power the THD is recommended to be less than 3%
(Maximum value).

Power-quality monitoring is becoming an essential part of
utility services in recent years. All over the world utilities
have worked on the improvement of power quality for
decades. Even the term Power-Quality has been in use for a
rather long time already [1]. A number of approaches have
been proposed particularly using ANN [2, 3].

Voltage and frequency are the two important operating
parameters of a power-system deciding the quality —power,
but majority of events currently of interest are associated
with either a reduction (sag) or increase (swell) in the
voltage magnitude[4].

The voltage magnitude is split into three regions:

Interruption: the voltage magnitude is zero
Undervoltage: the voltage magnitude is below its normal

value

Overvoltage: the voltage magnitude is above its normal
value
In duration, a distinction is made between

* very short : corresponding to transient and self-

restoring events;

* short : corresponding to automatic restoration of
the pre-event situation;

* long : corresponding to manual restoration of the
pre-event situation;

* very long : corresponding to repair or replacement
of faulted components.
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In recent years ANN has been developed as an
alternative tool for quick assessment of power System
parameters, to improve the Power-Quality [5,6]. To assess
the power quality, simulation studies are made.

In view of this the best suitable ANN network is developed
to assess the power- quality of line e.g. Bus Voltage-
magnitude.

2. Power System requirements

In modern power system, networks are complicated with
hundreds of generating stations and load centers being
interconnected through power transmission lines. Earlier, the
main concern of consumers of electricity was the reliability
of supply, which is nothing but the continuity of electric
supply. However, these days apart from reliability, quality of
power too is very important to them. Thus in this changed
scenario, the term POWER QUALITY (PQ) attains
increased significance [7].

The causes of power quality deteriorating problems are
generally complex and difficult to detect. Customers often
describe tripping of equipments due to disturbances in the
supply voltage as ‘bad power quality’. On the other side,
utility often view disturbances due to end user equipments as
the main power quality problem.

A power system is said to be well designed if it gives a good
quality of reliable supply. By good quality is meant the
voltage levels and frequency within the acceptable limits.
Practically all the equipments on the power systems are
designed to operate satisfactorily only when the voltage
levels on the system correspond to their rated voltage or at
the most the variations are within say 5%. The voltage
variation at a node is an indication of the unbalance between
the reactive power generated and consumed by that node
[8,9]. If the reactive power generated is greater than
consumed, the voltage goes up and vice-versa.

Modern power electronic equipments are not only sensitive
to voltage disturbances; they also cause power quality
problems [10]. The increased use of converter driven
equipment has led to a large growth of voltage disturbances

[11].

Thus Power-quality monitoring is becoming an essential
part of utility services in recent years. A number of
approaches have been proposed particularly using ANN [12,
13, 14, 15]. The first prerequisite to perform automatic
identification of power quality events is to determine what
type of PQ events the system will have to identify. Based on
this information, the structure and number of neurons in the
ANN are selected and trained with a training data set. At the
end of the training session, it is expected that the ANN is
capable of identifying the training and testing data set at a
desired accuracy rate. If this is not achieved; the structure,
the number of neurons or training strategy will be modified
to achieve the desired accuracy [16].
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3. Problem Formulation

For this purpose an example of IEEE 30-bus system is
chosen [17]. The layout of IEEE 30-bus system is shown in
Figure 1. Tables 1 to 3 give the data for this system:

Three Winding Transformer
Equivalents

*  Slack bus —No.1
**  Voltage controlled (PV, generation) buses- No. 2, 5, 8,

Figure 1.

G: Generators
C: Synchronous condensers

11, and 13
Table 1. Regulated bus Data
Bus No V mag. MVar Capacity

Max Min

2 1.043 50 -40

5 1.010 40 -40

8 1.010 40 -10

11 1.082 24 -6

3 1.071 24 -6
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The data for injected reactive power due to shunt capacitor

is given in Table 2
Table 2.

Injected Q due to capacitors

0 is for the load buses.

2 for the voltage controlled buses and

Bus No. Mvar
10 19
24 43
Table 3. Generations and loads on Buses
Bus Bus Voltage Angle --—-Load---- ----Generation----- Injected
Code No. Mag. Degree Myvar
MW Myvar MW Myvar Mvar
1 1 1.060 0.000 0.000 0.000 260.950 -17.010 0.00
2 2 1.043 -5.496 21.700 12.700 40.000 48.826 0.00
0 3 1.022 -8.002 2.400 1.200 0.000 0.000 0.00
0 4 1.013 -9.659 7.600 1.600 0.000 0.000 0.00
2 5 1.010 -14.380 94.200 19.000 0.000 35.995 0.00
0 6 1.012 -11.396 0.000 0.000 0.000 0.000 0.00
0 7 1.003 -13.149 22.800 10.900 0.000 0.000 0.00
2 8 1.010 -12.114 30.000 30.000 0.000 30.759 0.00
0 9 1.051 -14.432 0.000 0.000 0.000 0.000 0.00
0 10 1.044 -16.024 5.800 2.000 0.000 0.000 19.00
2 11 1.082 -14.432 0.000 0.000 0.000 16.113 0.00
0 12 1.057 -15.301 11.200 7.500 0.000 0.000 0.00
2 13 1.071 -15.300 0.000 0.000 0.000 10.406 0.00
0 14 1.043 -16.190 6.200 1.600 0.000 0.000 0.00
0 15 1.038 -16.276 8.200 2.500 0.000 0.000 0.00
0 16 1.045 -15.879 3.500 1.800 0.000 0.000 0.00
0 17 1.039 -16.187 9.000 5.800 0.000 0.000 0.00
0 18 1.028 -16.881 3.200 0.900 0.000 0.000 0.00
0 19 1.025 -17.049 9.500 3.400 0.000 0.000 0.00
0 20 1.029 -16.851 2.200 0.700 0.000 0.000 0.00
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Generations and loads at various buses are given in Table 3.

Code 1 is for the slack bus,
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Bus Bus Voltage Angle ----Load---- --——-Generation----- Injected

Code No. Mag. Degree Myvar

MW Myvar MW Myvar Myvar
0 21 1.032 -16.468 17.500 11.200 0.000 0.000 0.00
0 22 1.033 -16.455 0.000 0.000 0.000 0.000 0.00
0 23 1.027 -16.660 3.200 1.600 0.000 0.000 0.00
0 24 1.022 -16.829 8.700 6.700 0.000 0.000 4.30
0 25 1.019 -16.423 0.000 0.000 0.000 0.000 0.00
0 26 1.001 -16.835 3.500 2.300 0.000 0.000 0.00
0 27 1.026 -15.913 0.000 0.000 0.000 0.000 0.00
0 28 1.011 -12.056 0.000 0.000 0.000 0.000 0.00
0 29 1.006 -17.133 2.400 0.900 0.00 0.000 0.00
0 30 0.994 -18.016 10.600 1.900 0.00 0.000 0.00
Total 283.400 | 126.200 | 300.950 125.089 23.30

As the power system load is gradually increased, the
voltages at the load buses decrease until the slope of the
voltage power curve becomes infinite. The heavy loading of
many power systems has given rise to significant interest
and much research regarding the conditions, which may lead
to loss of stable condition. As the load powers are increased
care must be taken to cover the total load by appropriate
generation. A mismatch of a system’s reactive power
demand and its reactive power resources is the main reason
for power system collapses. A reactive power deficit
situation is characterized by widespread voltage reduction
throughout the transmission network.

With the advent of substation computer systems dedicated
to protection, control, data logging functions in a substations
and advanced software packages, written in user-friendly
high level languages, it becomes possible to develop an
algorithm to represent the problem exactly. An appropriate
computational tool is then applied to obtain the desired
solutions, to obtain a safe and stable limit of operation, with
a good POWER-QUALITY.

In this present work Artificial Neural Network (ANN) is
used to assess the quality factors and, as an example case
study of IEEE 30-Bus system on load conditions has been
reported.

The proposed ANN model is shown in Figure2. A multi
(Three) layer (including two hidden layers) Feed Forward
Network is found to be the most optimally suitable ANN
structure for the analysis. The ANNs are trained using fast

back propagation learning algorithm. The first hidden layer
has 60 neurons, second one has 30 and the output layer has
also 30 neurons. Various combination of transfer functions
have been taken but the best suited was Tan-Sigmoid
(tansig) transfer function for all three-layers, and the
training function suited is Gradient Descent (Batch), traingd.

4. Assessment of Voltage magnitude

The ANN model has been used to observe the effect of
changes in loads connected at buses
3,7,14,15,16,17,18,19,20,21,23,24,26,29,30.(Their ~ values
are mentioned in Table 3);0on voltage magnitude .

It is observed that voltage magnitude A changes with load
variation in above-mentioned buses simultaneously, say:
allAL, allRL.

4.1 Effect of change in Active Power
Load: allAL

System voltage magnitude variations with active power
overloading in all the load buses simultaneously (allAL) are
shown in Table 4.

It is observed that individual overloading in any bus even up
to 125% does not affect the voltage magnitudes. Also it can
be seen from the Table4 that with simultaneous overloading
in all the load buses voltage magnitude variations is minor
Therefore it may be treated as constant variation with
regards to actual power changes.
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Figure 2. Proposed ANN Model
Table 4. Variation in |V | with allAL

Loading—> Actual 110 130 150 200
Bus nod

1 1.0668 1.0671 1.0671 1.0671 1.0671
2 1.0409 1.0419 1.0419 1.0419 1.0419
3 1.0217 1.0233 1.0233 1.0233 1.0233
4 1.0134 1.0149 1.0149 1.0149 1.0149
5 1.0087 1.0108 1.0108 1.0108 1.0108
6 1.0118 1.0137 1.0137 1.0137 1.0137
7 1.0033 1.0058 1.0058 1.0058 1.0058
8 1.0099 1.0135 1.0135 1.0135 1.0135
9 1.0489 1.0498 1.0498 1.0498 1.0498
10 1.0442 1.0492 1.0492 1.0492 1.0492
11 1.0799 1.0829 1.0829 1.0829 1.0829
12 1.0568 1.0567 1.0567 1.0567 1.0567
13 1.0703 1.0736 1.0736 1.0736 1.0736
14 1.0414 1.0433 1.0433 1.0433 1.0433
15 1.0372 1.04 1.04 1.04 1.04
16 1.0439 1.0448 1.0448 1.0448 1.0448
17 1.0373 1.0397 1.0397 1.0397 1.0397
18 1.0274 1.0265 1.0265 1.0265 1.0265
19 1.0261 1.0317 1.0317 1.0317 1.0317
20 1.0293 1.0291 1.0291 1.0291 1.0291
21 1.0311 1.0343 1.0343 1.0343 1.0343
22 1.033 1.0344 1.0344 1.0344 1.0344
23 1.027 1.0272 1.0272 1.0272 1.0272
24 1.022 1.0226 1.0226 1.0226 1.0226
25 1.018 1.0219 1.0219 1.0219 1.0219
26 1.0012 1.0021 1.0021 1.0021 1.0021
27 1.026 1.0266 1.0266 1.0266 1.0266
28 1.011 1.01 1.01 1.01 1.01
29 1.0072 1.0088 1.0088 1.0088 1.0088

30 1.0001 0.99909 0.99909 0.99909 0.99909

Chhattisgarh Swami Vivekanand Technical University, Bhilai-490009, CHHATTISGARH, INDIA

76



Gupta and Zadgaonkar / CSVTU Research Journal, Vol. 04, No. 01, 2011.

Actual system voltage magnitude is shown in Figure3.
Variations in voltage magnitude at bus number 15 with
reactive power overloading in all the load buses
simultaneously (allRL) is shown in Figure 4 , as a sample.

4.2 Effect of change in Reactive Power Load:
allRL

System voltage magnitude variations with reactive power
overloading in all the load buses simultaneously (allRL) are
shown in TableS5. It is observed that individual overloading
in any bus even up to 125% is not affecting the voltage

magnitudes.
Table 5. Variation in |V | with allRL

Loading—> Actual | 125 140 150 170 200 300
Bus no. 4
1 1.0668 1.0671 0.97232 | 0.89338 | 0.60096 0.31473 0.14425
2 1.0409 1.0419 0.92814 | 0.81473 | 0.38553 -0.38476 -0.0059701
3 1.0217 1.0233 1.4815 1.8522 1.4108 -0.14745 -2.0508
4 1.0134 1.0149 1.2323 1.3818 0.74068 -1.0448 4322
5 1.0087 1.0108 2.4651 3.6946 7.5034 10.973 10.865
6 1.0118 1.0137 0.5778 0.16938 | -0.027615 | -1.3331 -6.7623
7 1.0033 1.0058 1.2051 1.3243 2.9089 4.1204 1.4405
8 1.0099 1.0135 0.97634 | 0.87346 | -2.5095 -6.9241 -9.3577
9 1.0489 1.0498 0.675 032343 | -2.6948 -7.3533 -10.194
10 1.0442 1.0492 1.7135 2.2207 -0.29189 | -4.5791 -8.4872
11 1.0799 1.0829 0.58215 | 0.11576 | -4.4929 -9.4623 -10.485
12 1.0568 1.0567 0.97078 | 0.88128 | -1.385 -5.5227 -8.2836
13 1.0703 1.0736 1.1463 1.1305 -3.2412 -8.6487 -10.505
14 1.0414 1.0433 0.62845 | 0.20992 | -0.46091 | -1.8162 -5.0908
15 1.0372 1.04 0.29861 | -0.35839 | -3.6071 -8.372 -10.554
16 1.0439 1.0448 2.3698 3.5201 10.848 22.069 29.969
17 1.0373 1.0397 1.7993 2.3924 6.5919 12.809 17.254
18 1.0274 1.0265 1.3646 1.6526 3.8264 6.5123 12.389
19 1.0261 1.0317 1.2802 1.4005 -0.76763 | -4.6912 9.6013
20 1.0293 1.0291 1.0844 1.1466 3.4744 6.8468 7.7069
21 1.0311 1.0343 2.2545 3.2764 8.9211 17.868 23.058
22 1.033 1.0344 1.8386 2.4825 5.1756 7.6635 11.581
23 1.027 1.0272 0.88176 | 0.74556 | 2.4919 3.596 1.2029
24 1.022 1.0226 2.3279 3.4427 11.739 24.938 29.484
25 1.018 1.0219 1.5831 1.9843 036341 | -4.1794 -2.9658
26 1.0012 1.0021 1.5184 1.8978 2.9504 2.7062 5.8478
27 1.026 1.0266 1.6457 2.1252 3.2807 3.326 4.8608
28 1.011 1.01 2.0092 2.9033 6.1042 8.8226 20.048
29 1.0072 1.0088 1.9833 2.7668 5.581 7.1763 13.594

30 1.0001 0.99909 | 1.5701 2.0317 4.4819 5.3793 8.5359
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5. Test Results and Conclusions

From the Table 3 it can be seen that generator at bus 1 is the
main generator supplying 260.95SMW and —17.01MVAr
(negative sign is showing that this generator is actually
absorbing the reactive power). The generator at bus 2 with
40MW and 48.826MVAr and other capacitive reactance (at
buses 5, 8, 10, 11, 13, 24) are assisting the main generator.

From the above analysis (shown through Tables and
Figures) following conclusions can be made:

e  With real power variations in all the load buses
simultaneously ~ (allAL), system  voltage
magnitudes remain constant; as real power
loading has minor effect on system voltage
magnitude.

e  With reactive power variations (overloading) in
the entire load buses simultaneously (allRL),
system voltage magnitudes decreases.

e In actual power- system it is never advised to
overload the system more than 10 or at the most
25 %, as it will make the system unstable; so it
can be empathetically concluded that studies,
which were not possible to realize; could be
easily done with this ANN model studies and
results in table 5 and figure 4 show that this
much overloading is making system Unstable
(voltage magnitudes are varying drastically)

6. Discussion

Presently the power system studies are based on decoupled
theory. Accordingly ANN models have been developed
and have been reported for power system analysis.

In case of decoupled ANN models, different ANN network
having the corresponding input/output for real and reactive
powers are required for effective studies.

But in the present venture an ANN model based studies are
being reported having an integration of both the factors i.e.
real and reactive powers.

In the present case only one ANN model is needed and it is
able to report the output parameters of the POWER-
QUALITY measures e.g. voltage-magnitude.
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Abstract

In this paper we propose an Interval based Differential
Evolution algorithm (IDE), an improved version of
Differential Evolution algorithm (DE) using interval
arithmetic. Initially the IDE algorithm estimates the
global minimum roughly, and then it constructs a
mechanism which updates the upper and lower bounds
of global minimum at each generation and defines an
efficient termination criterion. Also the new population
is modified using the subset of current population. In
this way the extra computational effort is avoided.

The proposed algorithm is applied to Combined
Economic Emission Load Dispatch (CEELD) problem
which is formulated as a nonlinear optimization problem
with both equality and inequality constraints. We choose
IEEE 14 bus, three generator system as a test system
with and without transmission loss. We obtain lesser fuel
and emission costs with lesser computational effort for
both the cases as compared to conventional DE

algorithm.

Keywords- Interval arithmetic; Differential Evolution;
Shrinking box; Fuel cost; Emission level

Broad Area- Global Optimization
Sub-Area- Electrical Power system

1. Introduction

Evolutionary algorithms (EAs) are a class of population
based stochastic optimization algorithms that incorporate
mechanisms from evolution for optimization processes.
Some well-established and commonly used EAs are Genetic
Algorithms (GA), Evolution Strategies (ESs), Particle swarm
and Differential Evolution.

The Differential Evolution algorithm is a heuristic approach
for minimizing nonlinear and non-differentiable continuous
space functions. It is an improved version of GA using
similar operators: mutation, crossover and selection. The
main difference in constructing better solutions is that, GA
relies on crossover while DE relies on mutation operation
which is based on the differences of randomly sampled pairs

CSVTU RESEARCH JOURNAL ISSN 0974-8725

Shashwati Ray

Electrical Engineering Department
Bhilai Institute of Technology,
Durg, India
shashwatiray@yahoo.com

of solutions in the population. The algorithm uses selection
operation to direct the search towards the prospective regions
in the search space. Thus DE is a simple and efficient direct
search algorithm for global optimization over continuous
spaces [1].

For any optimization process the choice of stopping criteria
can significantly influence the duration of an optimization
run as well as the global minimum. DE terminates either
with user defined number of generations or some error
estimate. These criteria are perfectly suitable for comparing
the performance of different algorithms, but for solving real
world problems they are inefficient.

With predefined number of generations, optimization run
might be terminated before the population has converged, or
computational resources might be wasted with late
termination as the real world problems mostly contain
computationally expensive objective functions. Also the
maximum number of function evaluations which is highly
dependent on the objective function, has to be usually
determined by trial-and-error methods. The second criterion
requires optimum value which is not possible for an arbitrary
function.

As the DE algorithm includes randomness in the
optimization process, the number of function evaluations that
is needed for convergence is subject to fluctuations. Thus it
would be better to use stopping criteria that consider
knowledge from the state of the optimization run. Several
stopping criteria are reviewed in [2] that are sensitive to the
state of the optimization run by observing the improvement,
movement or distribution of the population members.

In this paper we propose an Interval based Differential
Evolution algorithm that uses interval analysis with
conventional DE. Initially the algorithm estimates the initial
upper and lower bounds of the objective function using
interval arithmetic [3]. Then a mechanism is constructed
using interval arithmetic that updates the bounds in each
generation, and is able to define an efficient termination
criterion [4]. When the criterion is fulfilled, the algorithm
converges to the global minimum with certainty. Also to
avoid slow convergence near the region of global minimum
the next generation population is modified using the subset
of current population, which performs with in the current
upper and lower bounds of the objective function. The
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proposed algorithm is then applied to Combined Economic
Emission load dispatch (CEELD) problem.

The purpose of Economic Emission load dispatch (EELD)
problem is to obtain the optimal amount of generated power
for the fossil based generating unit in the system by
minimizing the fuel cost and emission level simultaneously,
subject to various equality and inequality constraints of the
power system. Different techniques have been reported in the
literature pertaining to EELD problem. Abido had pioneered
this research by applying three algorithms viz., Non-
dominated Sorting Genetic Algorithm (NSGA), Niched
Pareto Genetic Algorithm (NPGA) and Strength Pareto
Evolutionary Algorithm (SPEA) [5]. A Simulated Annealing
based modified approach with a single decision variable was
developed to solve the EELD problem [6].

This paper converts the multi objective EELD problem into a
single objective problem using price penalty factor, known
as Combined Economic Emission Load Dispatch problem
[6] and then IDE is applied. The standard IEEE 14-bus 3
generator system is considered as a test system [7]. We
consider the system with and without transmission losses [8].
The results obtained are compared with the conventional DE
and henceforth the effectiveness of IDE to solve the EELD
problem is demonstrated.

This paper is organized as follows: In section 2 we give the
basics of Differential Evolution algorithm and interval
arithmetic. In section 3 we present our interval based
Differential Evolution algorithm. In section 4 we formulate
the CEELD problem and define its objective with equality
and inequality constraints for two different cases. In section
5 we apply IDE to CEELD problem and compare the results
with traditional DE for both the cases. We conclude our
study in section 6.

2. Basics of Differential Evolution Algorithm
and Interval Arithmetic

2.1 Differential Evolution Method

DE is a population based direct search method. The
algorithm 1initializes the population vector of fixed size
randomly. During each iteration a new population of same
size is generated using mutation, crossover and selection
operators. It uses mutation operation as a search mechanism,
which generates new parameter vector by adding a weighted
difference vector between two population members to a third
member. In order to increase the diversity of the parameter
vector, the crossover operation produces a trial vector which
is a combination of a mutant vector and a parent vector. Then
the selection operation directs the search toward the
prospective regions in the search space. In addition, the best
parameter vector is evaluated for every generation in order to
keep track of the progress that is made during the
minimization process. The above iterative process of
mutation, crossover and selection on the population will
continue until a user-specified stopping criterion, normally,
the maximum number of generations or the maximum
number of function evaluations allowed is met. The process

is assumed to have converged if the difference between the
best function values in the new and old population, and the
distance between the new best point and the old best point
are less than the specified respective tolerances. The other
type of stopping criterion could be if the global minimum of
the problem is known a-priori. Then DE will be terminated if
the difference between the best function value in the new
population and the known global minimum is less than the
user defined tolerance level [1].

2.1.1 Differential Evolution Optimization Process

The DE optimization process operates on population P of
constant size NP consisting of » dimensional real valued

vectors xl(-G) given by

PC =x\9x\9 _x91 6=12...G,., (1)

where G is the generation or iteration of the algorithm to

which the population belongs, G, 1s the maximum

number of generations defined by the user and
X, =[X,,X,p,... X, |, i=12,.,NP (2)

L U U

N ;)
and upper boundary constraints. The population is initialized
randomly by assigning random values to each decision
parameter of each individual of population.

Also X; €[X | where X;.L) and X;; ' are the lower

xé—G) = x,(J-L) + rand[0,1]* (x,(jU) - x,-(-L)) 3)

where rand [0, 1] denotes a uniformly distributed random
value within [0, 1] that is new for each ; . The population is

improved by applying mutation, crossover and selection
operators.

The mutation operator is in charge of introducing new

parameters in to the population. Two vectors x(r]G) and

x(rg) are randomly selected from the population and the

vector difference between them is established. This
difference is multiplied by a scaling factor p€[0,1]

(specified at the start and remains unchanged throughout the
algorithm) and added to a third randomly chosen vector

ng;) from the population. This is known as the differential

variation and a mutant vector is generated as
G+1 G G G
v :X(r3)+lu*(X$’2)_X£’1)) )

Following the mutation operation, the crossover operator
creates the trial vectors, which are used in the selection
process. A trial vector is a combination of a mutant vector
and a parent (target) vector which is formed based on
probability distributions. The purpose of crossover is to
inject diversity into the original population in order to avoid
being trapped in the local minimum, i.e., searching the entire
solution space, including unvisited areas in order to generate
solutions that differ from the previous ones. The crossover
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probability is determined by the user defined crossover
constant CR €[0,1] . For each parameter, a random value
based on binomial distribution is generated in [0,1] and is
compared against CR . If the value of the random number is
less than or equal to the value of the CR , the parameter
would be the mutant vector, otherwise the parameter would
be the parent vector.

(G+1) . .
26+ _ v if rand [01]< CR or j = rnbr (i) )

ij .
x@ otherwise

i
Where rnbr (i) is a randomly chosen index € {l,...,n} which
ensures that each individual trial Vectorul(-G“) differs from

its counterpart in the previous generation xl-G by at least one
parameter.

The selection operator chooses the vectors that are going to
compose the population in the next generation. These vectors
are selected from the current population and the trial
population. Each individual of the trial population is
compared with its counterpart in the current population.
Assuming that the objective function is to be minimized, the
vector with the lower objective function value wins a place
in the next generation's population. As a result, all the
individuals of the next generation are as good as or better
than their counterparts in the current generation.

EE Lt VA CTED ENACHL

(6)

otherwise

In boundary constrained problem it is essential to ensure that
parameter values lie inside their allowed ranges. A simple
way to replace parameter values that violate boundary
constraints with random values generated within the feasible
range is as follows [9]

U G U)y op o (G U
x,(/ )+rand[0,1]*(x§/ )_x!(i )) if u; D >x;j )
G+l .
u; = xij)+rand[0,l]* (x;/.G)—x;iL)) lfulg,G”) <x§/.L)

(G

i otherwise

(7
2.1.2 Differential Evolution Algorithm

Algorithm DE [ f*,x"]:=D_E (x,n,f,u,CR,NP,r,¢,,& )

Inputs: lower and upper boundaries x“and x©
respectively, dimension 7, function f, scaling factor pu ,
the crossover constant CR , the population size NP,

maximum number of function evaluation f,,,; .

Outputs: global minimum f " and real vector x* of n

. . . *
dimension at which /= occurs

BEGIN Algorithm

o {Initialization}
Create an initial population
Evaluate each individual in the population
Find out the vector with the lowest cost

e  While the termination criterion not reached do

‘0

% Mutation

7

< Crossover
«»  Selection
e Evaluate the new individuals

{Return}
Output " and x"
END Algorithm

2.2 Interval Arithmetic

Interval arithmetic is an arithmetic defined on sets of
intervals, rather than on sets of real numbers. It has been
invented by R. E. Moore. The power of interval arithmetic
lies in its implementation on computers. In particular,
outwardly rounded interval arithmetic allows rigorous
enclosures for the ranges of operations and functions. This
makes a qualitative difference in scientific computations,
since the results are now intervals in which the exact result
must lie. It has been used recently for solving ordinary
differential equations, linear systems, global optimization,
etc. [3]

Let x ={[a,b] |a <b,a,b eR} be a real interval, where a is

the infimum and b is the supremum of x . The width of
interval is defined as w(x)=b—-a . The midpoint of the

interval is defined asm(x) =(a+b)/2. For a n dimensional
interval vector x" =[x,,x,,...,x,] , the midpoint of interval
vector x" is given by m(x") = [m(x,),m(x,),...m(x,)] . The
width of interval vector x" is w(x") = [w(x,), W(X,),..., w(X,,)] -
Let x=[a,b] and y=[c,d] be two

+,—,* and/ denote the operation of addition, subtraction,

intervals. Let

multiplication and division, respectively. If&® denotes any of
these operations for the arithmetic of real numbers x and y ,

then the corresponding operation for arithmetic of interval
numbers x and y is

x®y={x®y:xex,yey} ®)
The above definition is equivalent to the following rules:

x+y=[a+c,b+d]
x-y=[a—-d,b-c]

9

x*y =[min(ad,ac,bc,bd), max(ad,ac,bc,bd)] ©)
x/y=[a,b]-[l/d]l/c] if Ogy

An interval function F(X,X,,..,X,) of intervals

X;,X,,...,X, is an interval valued function of one or more

variables. F(X;,X,,...,X,) is said to be an interval
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extension of a real function f(x,x,,.,x,) if
f(x,x9,0.,x,) € F(X{,X5,...,X,,), Whenever x; ex; for

all i =1,2,...,n. F is said to be inclusion monotonic if

X Cyi2F(xlnx2a'-'9xn)cF(ylaer--ayn) (10)
Also F(x;,X,,...,X, ) contains the range of f(x;,x,,...., x,,) .

Interval functions F(x) can be constructed

programming language in which interval arithmetic is
simulated or implemented via natural interval extensions.
However, computing an interval bound carries a cost of 2 to
4 times as much effort as evaluating f(x) [3, 10].

in any

3. Proposed Interval based Differential

Evolution Algorithm

As discussed in section 2, DE algorithm terminates either
with user defined number of generations or the
implementation of the algorithm requires some estimate of
the global minimum to be provided. Also DE converges
slowly as the region of global minimum approaches.
Looking in to the above mentioned drawbacks, we propose
here an Interval based Differential Evolution Algorithm an
improved version of DE which uses interval analysis to
define an efficient termination criterion. Using interval
arithmetic, it estimates the initial upper and lower bounds of
the objective function and then it updates the bounds in each
generation by constructing a shrinking box which contains
the subset of current population and makes the algorithm
able to define an efficient termination criterion [3, 4]. As the
algorithm proceeds, the width of shrinking box gets reduced
and finally the algorithm terminates with specified tolerance
on the width of the shrinking box. As the formation of
shrinking box depends on the number of individuals in the
subset, it acts as a convergence check for the algorithm. Also
the algorithm modifies the new population, which is obtained
after mutation, crossover and selection operations, by using a
subset of new population. Thus the extra computational work
is avoided.

3.1 Bounds Updation
The IDE algorithm finds the initial bounds F(x) of the
objective function using the » dimensional domain x .Then

F(x)=[F, F] (11)

Initially the upper bound F is modified using the minimum
function value f,;, obtained with initial population.

F:min{ﬁ Snin } (12)

Then after each iteration of mutation, crossover and selection
operation the IDE algorithm constructs a shrinking box,
denoted by x . It is a » dimensional interval vector, which

contains the subset S of current population. This subset

consists of individuals x;,X,,...,X;, where k € NP , which

have the function values between the current upper bound F
and the current lower bound F . When the number of

individuals & in the subset .S exceeds a shrinking constant 7,
which is a user defined number and» < NP, the algorithm
forms the shrinking box xy . Once the shrinking box is

constructed, range estimation of f(x) over xg is obtained.
F(xs)=[F. Fy] (13)

Finally the current bounds of the global minimum are
updated at each generation as follows

F =min{F, F} (14)
F

= max{F, Fy}

We now represent F = [F, f] which contains the global
minimum.

3.3 Population Modification

The population obtained after mutation, crossover and
selection operations is modified for next generation using the
subset S of population. As the number of individuals in S
is smaller than the population size NP, the population is
increased by taking sequentially a randomly selected
individual within S and adding this to the population. This
procedure is repeated till the number of individuals reaches
the value NP .

3.4 Termination Criterionation Modification

The algorithm makes the upper and lower bounds of F :
sharper at each generation and terminates if w(xg) or

w(F *) are less than their respective tolerances ¢, and¢ ;.

As w(xy) tends to zero the individuals are accumulated to a
point as global minimizers. If w(F *)tends to zero, then the

infimum of this interval is the global minimum f v

3.5 IDE Algorithm
Algorithm IDE [ 7* x" ]:=IDE (x,n, f,1,CR,NP,r,&,.,& )

Inputs: the initial box x, dimension #n, function f*, scaling
factor u , the crossover constant CR , the population size

NP, shrinking constant 7, &, tolerance for x  and & ’

tolerance for f .

Outputs: the global minimum f * and the minnimizer x".
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BEGIN Algorithm

o {Initialization}
Initialize the population with population size NP
Initialize the upper and lower bounds
e  Evaluate each individual in the population
e  While the termination criterion not reached do
«* Mutation
Crossover
Selection
Construct the subset S
Update the upper and lower bounds
¢ Population modification
e Evaluate each individual in the new population
{Return}

Output /" and x"
END Algorithm

4. EELD Problem Formulation

The basic objective of Economic Load Dispatch (ELD) of
electric power generation is to obtain the optimal amount of
generated power for the fossil based generating unit in the
system so as to meet the load demand at minimum operating
fuel cost, satisfying all unit and system equality and
inequality constraints.

0:'
0:'
o
0:’

Due to growing concern over the increase in the level of
pollution, there arises a need to reduce the atmospheric
emission. Thus the ELD problem can be formulated as a
multi objective optimization problem, in which the emission,
in addition to the fuel cost objective, is to be minimized and
is known as Economic Emission Load Dispatch (EELD)
problem. Here we have reduced the multi-objective problem
to a single objective problem known as Combined Economic
Emission Load Dispatch (CEELD) problem. The objective
function is thus obtained by blending the emission cost
function with the fuel cost function through the use of a price
penalty factor [6].

4.10bjectives

4.1.1 Fuel cost

The most commonly used objective in the EELD problem
formulation is the minimization of the total operation cost of
the fuel consumed for producing electric power within a
schedule time interval (one hour). The individual costs of
each generating unit are assumed to be function, only of real
power generation and are represented by quadratic curves.
The total fuel cost C(P) for the entire power system can then

be expressed as the sum of the quadratic cost model of each
thermal generating unit.

N
C(P) =Y C(P) (15)

i=1
where, P is the vector of real power outputs of generators
and is defined as P=[P,,P,,.Py]" , N represents the

number of on-line generating units and C(P,) is the fuel cost

of i generator in $/hr which is given by
C(P)=a;+b;* P +c;* P} (16)
where a; b, and c¢; are the cost coefficients of the

i generator and P, is the real power output of the i
generator.

4.1.2 Emission

The emission control cost results from the requirement for
power utilities to reduce their pollutant levels below the
annual emission allowances assigned for the affected fossil
units. The most important emissions considered in the power
generation industry due to their effects on the environment
are sulphur oxides (SO, ) and nitrogen oxides (NO,) . To

carry out an economic emission load dispatch, these
emissions must be modeled through functions that relate
emissions with power production for each unit. The total
emission £(P)can be expressed in a linear equation as the

sum of all the pollutants resulting from each generator.

N
E(P)=Y E(P) (17

i=1

where E(F,)is the emission of i th generator in kg/hr

E(P)=a;+ B *P+y,* P’ (18)

1
o . - th
where, o; f3;and y; are emission coefficients of the i

generating unit.

4.2 Constraints

4.2.1 Power balance constraint

N

The total electric power generation ZP,» must cover the
i=1

total power demand Pj, and the real power loss P, in the

transmission line.

N
ZPi_PD_PIUSSZO (19)
i=1

The real power transmission loss P, is given by

Py =1 4:BT (20)

where 4, is the loss coefficient of i generator [8].
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If the test system is considered to be lossless then the total
N

electric power generation pr must equal the power
i=1
demand P, .
N

P-P,=0 1)
=1

i

4.2.2 Generation capacity constraint
Each generating unit is constrained by its lower and upper
limits of real power output to ensure stable operation.

Pimin S})l SPl_max (22)

where B™" and P™ are the minimum and maximum real

power output of i th generator, respectively.

4.3 Total Objective

In the EELD problem, the aim is to minimize the fuel cost as
well as the emission. Hence, the multi-objective function is
reduced to a single objective function in CEELD. The
objective function F(P) is thus obtained by blending the

emission cost function with the fuel cost function through the
use of a price penalty factor and the total objective of
constrained optimization problem is formulated as [6]

N
F(P)= " (C(P)+h *E(P)) (23)

i=l1

-th

where #; is the price penalty factor of i™ generator in $/kg

hi — C(PimaX)/E(PimaX) (24)

4.4 Problem Formulation

Aggregating the objectives and constraints, the problem can
be mathematically formulated as

minimizeF (P)

gP)=0

Subject to
h(P)<0

where g and % are the power balance equality and
generation capacity inequality constraints respectively.

5 Experimental Results

The proposed algorithm IDE has been developed in
MATLAB 6.1 using INTLAB toolbox [11]. We investigate
the effectiveness of the proposed approach over the
conventional DE algorithm by considering the standard IEEE
14-bus 3-generator as a test system [7]. The test system data

such as fuel cost coefficients, Emission coefficients,
corresponding price penalty factors, generation capacity for
all generating units and loss coefficients are given in Tables
1-3. The total power demand P}, is taken as 283.4 MW.

For a fair comparison we executed 20 test runs of both the
algorithms on the EELD problem. Let NS be the number of
runs out of the 20 runs that succeeded in finding the global

minimum f " within the tolerance & ! =107 . Let NE be

the total number of function evaluations for which f " were
obtained during the 20 runs. Then, the Expected Number of
Evaluations per Success, ENES represents the mean number
of function evaluation needed in order to terminate the
algorithms and is computed as ENES = NE/ NS . If the
global minima can not be achieved, then ENES is not
defined. MNE is the maximum number of real function
evaluations of a particular run, out of total twenty runs of the
algorithm. To calculate the total effort we adopt the
procedure as given in [4]. Assuming that one interval
evaluation is equivalent to two real number evaluation, the
total effort 7E = 2*(IFE)+ MNE , where IFE is the total

number of interval function evaluations.

For all the optimization runs of both the algorithms, the
population size NP was set as 50, mutation scaling factor
i as 0.9 and crossover constant CR as 0.85. For IDE

algorithm the tolerance for approximating the minimizer P

was taken as &, =102 and the shrinking constant r as 10.

Table 1.Fuel Cost Coefficients

Fuel Cost Coefficients
Generating
unit a; b, ¢
$/hr $/MW-hr $/MW?-hr
1 105.0 2.45 0.005
2 44 4 3.51 0.005
3 40.6 3.89 0.005

Table 2. Emission Coefficients & Price penalty factor

Price
Emission Coefficients penalty
Gen. factor
unit &; B Vi h;
kg/hr | kg/MW-hr | kg/MW?-hr $/kg
1 22.983 -1.3552 0.01265 3.0821
2 137.370 -1.2489 0.01378 2.9638
3 363.705 0.8051 0.00765 0.9210

Table 3. Loss Coefficients & Generation capacity

Loss . .
Generating Coefficients Gejeratlon capacity
H min max
unit A P P,
MW MW
1 0.014362 50.0 200.0
2 0.007737 20.0 100.0
3 00.04083 20.0 100.0
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When IDE is applied to EELD on IEEE 14-bus 3-generator
system without P, we observe that it has succeeded in all

the runs as shown in Table 4. And ENES could be
computed as to be 6900. From this it is evident that an
efficient termination criterion has been developed, which is
verified in all runs. For each run the maximum number of
real function evaluations has been less than or equal to 7200
with IFE = 286 , making TE = 7772 .

When DE is applied to EELD with this 7F it has not
succeeded even in a single run, due to which ENES could
not be computed and it consumes all the trials and terminates
without any guarantee that the global minimum has been
found.

The fuel cost, emission cost and transmission losses obtained
by IDE and DE for the system with transmission losses are
shown in Table 5. From Table 5 we observe that for each run
the maximum number of real function valuations using IDE
is at most 7300 and ENES is 6950. Also it gave IFE = 290,
making 7E = 7880 .

We also observe that the DE algorithm with this 7E has not
succeeded even in a single run. Thus ENES could not be
defined for it. The results exhibited in Table 5 clearly show
that IDI has succeeded in all the rums and found the global
minima with certainty. Table 6 shows the output powers in
MW of all generators obtained from IDE for both the cases.

Table 4. Comparision of IDE and DE for lossless system

Algorithm DE IDE
NS - 20
ENES - 6900
MNE 7772 7200
Fuel cost ($/hr) 1129.901 1129.852
618.64 618.42

Emission cost ($/hr)

Table 5. Comparision of IDE and DE for system with loss

Algorithm DE IDE
NS - 20
ENES - 6950
MNE 7880 7300
Py, (MW) 5362 5319
Fuel cost ($/hr) 1158.025 1157.669
845.795 845.374

Emission cost ($/hr)

Table 6. Power outputs of generating units with IDE

Generating unit Without loss With loss
(MW) (MW)
1 95.640 93.72
75.028 75.51
3 85.330 92.077

6 Conclusion

In this contribution an Interval based Differential Evolution
Algorithm was presented. Poorly defined termination
criterion made the conventional DE computationally
expensive and also the global minimum was not guaranteed.
The above drawbacks were overcome by the inclusion of
interval arithmetic in conventional DE. In the first phase of
algorithm, it estimates the initial upper and lower bounds of
the objective function using interval arithmetic. Then the
upper and lower bounds were updated at each generation.
Finally, the algorithm was able to compute the global
minimum with certainty. The proposed algorithm became
more effective when a new termination criterion based on the
concept of shrinking box was used. The extra computational
effort was avoided by selecting the next generation from the
subset of current population, which performed with in the
upper and lower bounds of the objective function. We
applied the proposed algorithm to CEELD problem of IEEE
14 bus 3 generator systems. We considered two cases; with
and without transmission loss. Then we compared the results
with that obtained from conventional DE. We demonstrated
that IDE exhibited high performance with a high
dimensional problem like CEELD. Hence, we conclude that
IDE outperforms conventional DE.
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Abstract

A theoretical model of diffusion turbulent flames
impinging normally on a plane circular target plate has
been developed to predict the influences of jet Reynolds
number, ratio of plate separation distance to nozzle
diameter, and equivalence ratio on plate heat transfer
characteristics. The model is based on the numerical
solution of equations for conservation of mass,
momentum and energy. Methane and air have been
considered as fuel and oxidizer respectively. Global two-
step irreversible reaction kinetics has been employed for
the oxidization of methane. The RNG k-¢ model has
been used to compute the turbulence, and the Discrete
Ordinate model has been used for radiative transfer in
the flame. It is revealed that the plate surface heat flux
attains a maximum value at a location little away from
stagnation point and then decreases gradually with the
radial distance from the plate centre. There is a

monotonic increase in Nu with a decrease in H/d from
15 to 4 at all values of Re.

Keywords- Flame impingement, Heat transfer, Diffusion
flame

Broad Area- Mechanical Engineering

Sub-Area- Combustion, C. F. D.

1. Introduction

Direct gas flame impingement heating using hydrocarbon-
air flame is employed in a wide range of industrial heating
processes because of rapid and high heating rates. These
include shaping of glasses, heating water walls in a boiler
furnace, heating metal bars and billets, melting of scrap
materials. In the context of today’s concern of energy and
environment, any industrial process should be energy
efficient and eco friendly. A considerable research work has
already been carried out in the field of flame impingement

CSVTU RESEARCH JOURNAL ISSN 0974-8725

heat transfer for last two to three decades, and a host of
articles [1-26] is available in the literature today. The most

important experimental works in this field are due to Baukal
and Gebhart[1-3], Dong et al.[4-5], Fairweather et al. [6-7],
Hargrave et al. [8-9] and many others. The major
conclusions drawn from these works are that the plate
surface heat flux distribution is non-uniform with a
maximum which is little away from the stagnation point.
The location of the maximum heat flux depends upon the
structure of the flame which in turn is influenced by the
operating conditions. Dong et al. [4] developed an empirical
correlation of average Nusselt number over plate surface
with jet Reynolds number, the ratio of separation distance to
burner diameter and equivalence ratio. The experimental
works pertain mostly to laminar flow and furnish the
information that the the average heat flux at plate surface
increases with an increase in Reynolds number and a
decrease in the ratio of separation distance to burner
diameter. A number of review articles relating to some
specific aspects of flame impingement heat transfer is also
available in literature [10-17]. The most recent and
comprehensive review on flame impingement heat transfer
is provided by Chander and Ray [17]. The heat transfer due
to the impingement of a flame on a target solid surface
depends upon the flame structure, the temperature field in
the near vicinity of the plate, and both convective and
radiative properties of the constituents species of the flame.
The flame temperature is influenced by the flow field of
impinging jet which comprises the free jet region, stagnation
region, and wall jet region. The theoretical studies in flame
impingement heat transfer are very few in number[18-26].
Most of them deal with laminar and turbulent premixed
flames impinging normally to a flat surface and predict the
temperature field, velocity field and heat released near the
plate surface. Malikov et al.[18] predicted that the radiative
heat flux at the plate surface is only 1/3 of the total flux ,
while the remaining 2/3 is due to the convection heat
transfer from the hot jet impinging on the surface. All the
works confirmed a non uniform temperature distribution
near the plate surface with a maximum one shifted away
from the stagnation point. It appears from the review of
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literature that a comprehensive theoretical work is needed
for a further generalised understanding of the influences of
the pertinent operating parameters like burner geometry,
plate separation distance, types of flame (premixed and
diffusion) and equivalence ratio on heat transfer
characteristics in both normal and oblique impingement of
flame on a flat plate. Therefore a numerical model of
diffusion flame impinging normally on a flat surface has
been developed in the present article to predict the
influences of jet Reynolds number, ratio of plate separation
distance to nozzle diameter, and equivalence ratio on plate
heat transfer characteristics. The model takes account of
both convective and radiative heat transfer to the plate.

2. Theoretical Formulation

2.1 Physical Systems and Assumptions

The physical model refers to the impingement of a vertical
flame jet on a plane circular horizontal target plate of radius
R with normal impingement (Figure 1.) Diffusion flames
has been considered. The fuel and oxidizer are considered to
be methane gas (CH,) and air respectively. The diffusion
flame is generated by the jet of fuel from a cylindrical
nozzle surrounded by a co flowing stream of air through an
annulus formed by a concentric outer cylindrical nozzle
(Figure 1.). The jet Reynolds number covered in the present
work pertains to a turbulent flame. The RNG k-& model [27]
has been used for the computation of turbulent flow. The
adoption of the model has been made for accommodating
the implications of smaller scales of motion, and also to
account for the effects of mean strain rate and mean rotation
on turbulent diffusion to give an implicit consideration for
the non-isotropic features of the turbulent impinging
flows.The following assumptions have been made in the
present work:

e The flow is turbulent but steady (based on time
mean values of flow parameters).

e The oxidation of methane has been considered by
global two-step irreversible reactions with finite
rate chemistry.

Tar et}late

T
4

Outlet Fhel
Inner ﬁ
.
nozzle ’
Ontlet T X Outer nozzle
AiAir

Diffusion flame

Figure 1. Physical model of normal impingement.

e The gas phase comprising air and products of
combustion is assumed to obey the ideal gas laws.

e The flow at the outlet of the burner nozzle is
considered to be in a plug flow mode i.e. the
discharge velocity is uniform.

e The system is assumed to be grey absorbing,

emitting medium with respect to radiation

characteristics.
2.2 Governing Equations
Conservation of Mass
V.(pv)=0 (1)
Conservation of Momentum
p[v.Vv]=—Vp+V.(,ueﬂVv)+FB (2)
where

k2
#e__ff=ﬂ+/i[=l~t+PC,,? (2a)
Turbulent Kinetic Energy
V.(pvk) :V.(in)+Gk - pe 3)
Oy

Dissipation Rate of Turbulent Kinetic Energy

2
V.(pve)= V.(%V5J+CM %Gk ~pC,, % @)

&

where, v is the Reynolds-averaged velocity, p is the
pressure, F, is the gravitational body force, u , L, ,
My are respectively the laminar viscosity, turbulent
viscosity and effective viscosity, p is the density, k and
& are respectively the turbulent kinetic energy and its

dissipation rate, and G, is generation of turbulent kinetic

energy due to mean velocity gradients.The values of model
constants as evaluated [28] by employing the re-
normalization group theory are as

C, =0.0845,C,, =1.42,

G (1_(%.8))

1+0.0127°

follows:

C,, =1.68+

,0,=0,=0.7194.
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where n is the ratio of turbulent to the mean strain time
scale.

Conservation of Energy
V.(pvh)=V.(pa,,Vh)-V.q" (5)

N T
where, h = ZY,{ h?’k + I Cpde , is the mixture
k=1 T

ref

enthalpy, ¢ is the radiative component of the heat flux (to
be modeled later), h? is the enthalpy of formation at
standard state, 7 is the temperature, Yk is the mass fraction

of component k, and @, is the effective thermal diffusivity

(which takes also the eddy thermal diffusivity into account).

Species Conservation

V.(pvY,)=V.(pD,VY)+S, 6)
where Dejj- is the effective mass diffusivity (which takes

also the eddy mass diffusivity into account), and S, is the

source term for net generation (or depletion) of k™ species
by the chemical reactions.

2.3 Chemical Kinetics

Methane is considered to be the fuel employed for the
combustion reaction, and global two-step irreversible
reactions for oxidation of methane are considered, as
described below.

CH,+1.50, = CO+2H,0 )
co +%02 =CO, ®)

The rate of reaction is found from a comparison of
Arrhenius type of kinetic controlled model and the diffusion

controlled turbulent eddy dissipation model after
Magnussen and Hjertager [29], as elucidated below.
Arrhenius equation:
Yy’ E
+b - "o
o, =B(p)" —L"—exp| —— ©)
w=5(p) MM} RT

Magnussen and Hjertager equation:

oy = ALi{min(Ypﬁ,ﬁﬂ (10)
' M, k Ty 14y

where @ is the rate of depletion of fuel defining the rate
of reaction. The subscripts fk and fd represent the
kinetic controlled and eddy dissipation control model. It has
to be mentioned in this context that CH 4 acts as a fuel for

reaction given by Eq. (7) while the CO does so for the
reaction given by Eq. (8). The values of A and ¢ in Eq. (10)
are taken as A=4.0 and ¢=0.5 [29]. The values of kinetic
parameters B, E, a, b are taken from standard literature [30].
Egs. (9) and (10) are finally utilized to formulate the source
term in the species conservation equation, as follows:

o, :min(a)/k’a)ﬂ) (11)
S, =M 0, (12)

where A is stoichiometric ratio and M is molecular weight

2.4 Radiation Model

The present system is assumed to be a gray absorbing-
emitting medium. The characteristic physical dimension of
the system and the representative values of absorption
coefficient of constitutive species make the system to be
optically thin to radiation heat transfer. Following the
Discrete Ordinate model [31], one can express the equation
of radiative transfer in the form

~ o A '
V.I(s,)+BI (s,sz) =k, (T)+-— [ 1 (s,sz )dQ
A 5
(13)
where [ is the radiation intensity, subscript ‘b’ represents
black body, s is the path measured along the direction of

propagation, €2 and s, are the components of s, € is

solid angle and B, k, o are the extinction coefficient,

absorption  coefficient and coefficient
respectively.
The radiative source term in the energy equation (Eq. 5)

becomes

scattering

vV.q = j V.QIdQ (13a)
4x
The radiation boundary conditions can be formulated by
noting that the incident radiation heat flux, g, , at the wall
can be described as
g, = I 1, s.nd€)
s.n>0

The radiative flux leaving the surface is given by

(13b)
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qout = (1 - gw ) qin + nzngij (13C)

where, €, is the emissivity of the plate, 7 is the refractive

index of the medium in the immediate vicinity of the plate
and O is the Stefan-Boltzmann constant . The radiation
intensity for all outgoing directions at the plate is given by

]0 — qo%
The radiation heat flux at flow inlets and outlets is
computed in the same manner as done at plate. The

emissivity of all flow inlets and outlets is considered to be
1.0 (black body absorption).

(13d)

2.5 Heat Transfer Coefficient at Target Plate

The average heat transfer coefficient, /1 , is written as

— 1

b =— [ hdA (14)
A

where the local heat transfer coefficient, 4, is given by

B 9w (14a)
(7:1d - Tw )

where 7, is the adiabatic flame temperature of CH,

The resultant heat flux ¢, is given by

qw=—k(§ZJ +q,,
82 plate

The rate of heat transfer to the plate O = ‘[qwdA

(14b)

(14¢)

The non-dimensional heat transfer rate, represented in terms
of the average Nusselt number, Nu , is

Nﬁ:M (14d)
k

2.6 Numerical Solution

The conservation equations (Egs.1-6) were solved by
employing a fully time implicit finite volume technique. The
equations were written in a cylindrical coordinate system
with proper matching of the geometry of target plates as one
of the boundaries. A coupling between pressure and velocity
was accomplished by using the SIMPLE algorithm [32].The
spatial derivatives in the diffusion terms were discretized by
second order central difference scheme, whereas the
advection terms were discretized by first order upwind
scheme. A variable size adaptive grid system was
considered and variations in the size of grid were affected
smoothly, with more densely-spaced grids being skewed
close to the target plate. The convergence criterion for the
relative errors in all the discretized equations (except the

energy equation) was set to 10, whereas for the energy
equation it was 10°°. Typically, 100 (r) x 40 (z) grid systems
were chosen to discretize of H/d ratio as 4:1, with
proportionate enhancements in the number of grid points
along z for higher aspect ratios. An optimal size distribution
of the numerical mesh to be used, for a given value of H/d,
was determined from several numerical experiments, which
showed that further refinements in grids in either directions
did not change the results (maximum change in velocity or
any scalar variable) by more than 2%.

2.7 Operating Parameters and Boundary
Conditions

For the numerical computations, methane and air were used
as fuel and oxidizer, respectively. For a diffusion flame, the
diameters of air and fuel nozzles were taken as d, = 12 mm
and dr = 4 mm, respectively. The temperature of both fuel
and air at the exit plane of the burner was considered to be
300 K. The fuel and air flow rates, and vertical distance of
the target plate from the burner exit plane were varied to
obtain the range of pertinent dimensionless input parameters
as follows:

v.d
(i) Jet Reynolds number, Re :'D—l: 2000, 6000, 8000,
u
10000, 15000
(v./7)
(ii) Equivalence ratio, ER =-——=% :0.8,1.0,1.2,2.0

(v./7,),

where subscripts s and a stand for stoichiometric and actual
mixtures

(iii)) The ratio of plate separation distance to mnozzle
diameter, H/d: 4, 8, 15.

The ranges of input parameters as stated above have been
taken in consideration of the typical values used in practice
and are also available in literature.

The axial velocity distribution for both fuel and air (in case
of diffusion flame) at the exit plane of the nozzle was
assumed to be in a plug flow mode (i.e. uniform velocity
distribution). No slip, impermeable and isothermal condition
was imposed on target plate. The outflow boundary
condition was used at the exit plane of the computational
domain. Axisymmetric boundary condition was used.

3 Results and Discussion

3.1 Model Validation

In most of the experimental work pertaining to flame jet
impingement heat transfer, as reported in literature, the
target plates are cooled on the other side of the impingement
either by water or air, and the plate temperature is not

Chhattisgarh Swami Vivekanand Technical University, Bhilai-490009, CHHATTISGARH, INDIA 90



Agrawal et al / CSVTU Research Journal, Vol. 04, No. 01, 2011.

specified. The present model, on the other hand, pertains to

an isothermal target plate of specified temperature, and 300
therefore it becomes difficult to compare the present model
predictions with available experimental work in literature. 2500
However, a possible comparison of the results of the present
model with those of an experimental work [33] in relation to 200
the stagnation point heat transfer by turbulent flame jet €
impingement on an isothermal target plate has been made. 2l
This is shown in Table 1. A fair agreement is observed
between the experimental work and the theoretical Lol
predictions of the present model.
Table 1. Comparison of theoretical predictions with 50
experimental work [33]
00 1 2 3 Alt 5 6 7 8
r/d
Fixed input Variable . .
parameters parameter Nu (at stagnation point) Figure 1. Local heat flux distribution on target plate normal to
flame jet axis in diffusion flame, ER=1, Re=6000.
Experim Present E_);p:tgp -;:]:cg::ittl)%asl pp ..
-ental model H/d results by present The counter molal diffusion between fuel and air in case of
(33) separate fuel and air jet is responsible in preparing the
[33] model p { J P ¢ In preparing th
mixture for burning. Therefore the burning zone under this
2 67.30 60.91 situation gets relatively more lifted from th; burner with the
Fuel: appearance of a much thinner flame but with a more radial
Mostly Fuel: spread very close to the plate (Figures 2a, 2b, and 2c).
methane | Methane 4 111.82 102.31
2.00e+03
Flame: Premixed l 1916403
Premixed | ER=1.0 6 113.09 118.74 T
ER=1.0 Re=4226 1.66403
Re=4226 by
8 110.68 99.61 140403 |3
1.32e+03
1.23e+03
1.15e+03
1.06e+03
9.79e+02
8.94e+02
3.2 Diffusion Flame Jet 7250100
2 3902
Figure 1 shows the heat flux distribution at the plate surface s (a)

3.00e+02

for different values of H/d for a given fuel jet Reynolds
number of 6000 and an equivalence ratio of 1 based on air
flow in the annular nozzle of the burner. It is observed that
the surface heat flux attains a maximum value a little away l s
from the stagnation point and then decreases gradually with
an increase in the radial distance from the centre of the
plate. The heat flux distribution on a target plate by flame
impingement is influenced by the shape of the flame and the
radial temperature distribution in the near vicinity of plate
which, in turn, depend upon the burner geometry, jet
Reynolds number and the position of target plate relative to
the burner. There is a substantial increase in the heat flux
with a relatively flat distribution near the stagnation region. ' f

5.28e+02
4.52e+02
3.76e+02
3.00e+02

(b)
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1.91e+03

1.83e+03 |
1.75e+03 [
1.67e+03
1.59e+03
1.51e+03
1.43e+03
1.35e+03
1.26e+03
1.18e+03
1.10e+03
1.02e+03
9.43e+02
8.63e+02
7.82e+02
7.02e+02
6.22e+02
5.41e+02
4.61e+02
3.80e+02
3.00e+02

Figure 2. Temperature gc:))ntour for diffusion flames,
ER=1,Re=6000, (a) H/d=4, (b) H/d=8, (c) H/d=15

With an increase in the value of Re the flame region gets
more attached to the plate surface with a relatively larger
radial spread of the flame which results in a higher heat
fluxes at the plate surfaces (Figure 3a). It is observed from
Figure 3b that for a fuel rich mixture (ER=2) in a diffusion
flame, the plate heat flux near the stagnation region is
reduced as compared to that for ER=1. However the heat
flux distribution curve becomes more flat at higher radial
location resulting in higher heat fluxes at those locations as
compared to that for ER=1.

350

300

250

2
=]
=

—
w
=

100

50

(2)

The average Nusselt number over the plate increases with an
increase in Re and a decrease in the value of H/d (Figure
4a). The increase in average Nusselt number is more
pronounced for a change in H/d from 15 to 8 as compared to
a change from 8 to 4 and that too in the higher range of
Reynolds number. This can be attributed to the fact of
having a more plate attached flame with lower values of H/d
and at higher increase in Re and ER. The increase in the

value of Nu is more pronounced in case of higher values of

Reynolds
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Figure 3. Local heat flux distribution on target surface in
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Figure 4. Variations of Nu with Re in diffusion flames,
(a) ER=1, (b) H/d=8
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number (above Re=6000). An increase in Reynolds number,
under the situation, brings about a greater convective effect
in reducing both the hydrodynamic and thermal boundary
layer at the plate surface finally resulting in an increase in
the rate of heat transfer.. Also at ER=2, the value of Nu is
higher. Though the mixture is rich near the burner, but due
toentrainment of surrounding air, conducive zone of burning
is formed near the plate.

4 Conclusions

Numerical predictions have been made on the surface heat

flux distributions and average Nusselt number Nu in
turbulent diffusion flame impingement on plane surfaces
held normal to flame jet axis. The main observations of the
numerical studies are as follows

(1]

(2]

(3]

Plate surface heat flux attains a maximum value at
a location little away from stagnation point and
then decreases gradually with the radial distance
from the plate centre. With an increase in the value
of separation distance of the plate from the nozzle,
the peak in the local heat flux comes closer to the
stagnation point.

For a decrease in the value of H/d from 15 to 8,
there is a substantial increase in the surface heat
flux at all radial locations. However a further
decrease in H/d from 8 to 4 results in a decrease in
heat flux near the central region including the
stagnation point, but a marginal increase in the
same at higher values of r/d.

The average Nusselt number Nu over the plate
increases with an increase in Re and ER and a
decrease in H/d for diffusion flames. There is a

monotonic increase in Nu with a decrease in H/d
from 15 to 4 at all values of Re. However, the

increase in Nu is more pronounced for a change
in H/d from 15 to 8 and also in the high range of
Reynolds number Re
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Design and Climatic Variables Using MATLAB.
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Abstract

In the present study the estimation of glass cover
temperatures, individual heat transfer coefficient, top
heat loss coefficient and overall heat loss coefficient at
different tilt angles of double glazed flat plate solar
collectors has been done. The heat transfer from
absorber plate to inner glass cover and from inner glass
cover to outer glass cover occurs due to convection and
radiation. Under steady state conditions heat transfer
rate from plate to inner glass cover, from inner to outer
glass cover is same and it is also equal to the rate of heat
loss from outer glass cover to ambient. The top heat loss
coefficient (Uy) is the result of convection and radiation
between parallel plates. The top heat loss coefficient is a
measure of thermal performance evaluation of flat plate
collector. The methodology to compute the glass cover
temperatures is based on the correlations proposed by
Akhtar and Mullick [1]. The parameters with affects on
the overall heat loss coefficient of a flat plate solar
collector are mainly air properties estimation of
convective and radiative heat transfer coefficient by
Holland’s and Buchhberg’s equation, heat transfer
coefficient of wind, ambient temperature, plate
temperature , gap spacing between absorber plate and
the glazing cover, emissivity of absorber plate, tilt angle
of collector. The results reflect the contribution and
significance of Design and Climatic variables to the
collector overall heat loss coefficient and shows
variations in results due to Eq.1.1 and Eq.1.2.

Keywords- Top heat loss coefficient, Absorber plate, Inner
and outer glass cover, Nusselt number.

Broad Area- Mechanical Engineering.
Sub-Area- Renewable Energy.

1. Introduction

Thermal performance of flat plate collector is controlled by
Design and Climatic variables. The various design
parameters which affect the thermal performance of flat plate

CSVTU RESEARCH JOURNAL ISSN 0974-8725

Basant Kumar Chourasia
Department of Mechanical Engg.
Govt. Engg. College, Jabalpur-482011,
Madhya Pradesh, India .
basant_chourasia@rediffmail.com

collector are : absorber plat temperature (T,), collector tilt
from horizontal (), air gap spacing between absorber plate
and inner glass cover (L;),air gap spacing between inner and
outer glass cover (L,), emissivity of absorber plate (T,).
Various Climatic Parameters which affect the thermal
performance of flat plate collector are: wind heat transfer
coefficient (hy,) and Ambient Temperature (T,) , respectively
on the overall heat loss coefficient of the flat plate collector.

Nusselt number (N,) has been calculated by the following
equations  suggested by Holland et al [2] Eq-(1.1) &
Buchbergs et al [3] Eq-(1.2) and top heat loss coefficient (U,
) is calculated, compared and plotted with different range of
design parameters by using MATLAB.

1706(sin8f)“] 1708 R, cospy™”

Reosh |l Roashl |Lsw0)

N =1+1441

-Eq-(1.1)
Where the + exponent implies that only positive values of
the terms in the square brackets should be used (and ignored
when they become negative).

N,=1+1.446[1-(1708/Ra))]"  for 1708<R, <5900

N,=0.229(R,)0.252 for 5900<Ra <9.23x104
N,=0.157(R, )0.285 for 9.23x104 <Ra <106
-Eq-(1.2)

For the estimation of convective heat transfer coefficient the
properties of air are to be evaluated at mean temperatures
between absorber plate and inner glass cover and between
inner and outer glass cover. The following relations have
been used in the present work for calculation of air
properties[4].

Thermal conductivity (K) :

K=-3 x10"% t,, 210 t,, -4x107 -Eq-(1.3)
Kinematic viscosity (y) :

Y=(9x107 t,,>+0.040 t,, -4.17)x10°° -Eq-(1.4)
Prandtl number (P,):

P.=1.057- 0.06 log t,, -Eq-(1.5)

Now Rayleigh Number(R, )
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R, = 9.8 (Ty-Te)(L1)’ (Py) / ¥ (tm) -Eq-(1.6)

Here t,, is the mean temperature between two heat transfer

surfaces and T, is temperature of inner glass cover.

Convective heat transfer co-efficient can be calculated by

Ky XN,y

lhc';:lgl =5

L, -Eq-(1.7)

and radiative heat transfer co-efficient [h;--g a1 } can be
calculated by

o . -
}l:l'pgj. = 1 1 [Tp_ Ll Tgi_)[nﬂ - Tgi)
& &

Eq-(1.8)

here ¢, is emissivity of the glass and g, is emissivity of the

absorber plate. Similarly (Megraz )&(Rrgr a2 )r (Brgza)
may be calculated between inner glass cover and outer glass
cover. Then Overall heat transfer co-efficient can be
calculated by following equations .

Between plate and glass cover:-

U‘pgi = [hc"ﬂgl T hrﬂgi} -Eq-(1.9)
Between inner glass cover and outer glass cover:-

Ugigf = [h’cgigf T h’:l'gigﬂ]
d . .
Between 2 glass cover & ambient air:-

Ugfﬁ = [hv- T 'h:"gfﬂ} -Eq-(2.1)

Finally top heat loss coefficient U, can be calculated by the
following equation.

Eq-(2.0)

Ue=— 1 1

Up_gi 'Ug 152 'Ug 2a

Eq-(2.2)

2. Results and discussion

Table 1. shows the range of variables used in present work.

Variables Nomenclature Range
Tp Absorber plate temperature 333 K to
473K
B Tilt angel from horizontal 0° to 60°
L4 Air gap spacing between absorber | 10 mm to
plate and inner glass cover 90 mm
L2 Air gap spacing between innerand | 10 mm to
outer glass cover 50 mm
hw Wind heat transfer coefficient 05 W/m’K
to
45 W/m’K
€p Emissivity of absorber plate 0.1t00.9

2.1. Figure 1 shows the variation of Absorber Plate
Temperature Vs Top heat loss coefficient. It is observed
from the results that U; varies direct with plate temperature
and plot shows the % variation of U, by using the equations
suggested by Eq-(1.1) & Eq(1.2). The maximum % variation
in U; by using Eq-(1.1) & Eq-(1.2) is 0.5% .

Figure 2 shows the tilt angle as it affects the collector overall
heat loss coefficient. It shows that the Top heat loss
coefficient is insignificantly affected by variation in tilt angle
values within the range: 0-60.The maximum % variation in
U, by using Eq-(1.1) & Eq-(1.2) is around 1% .
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Figure 1. Variation of Absorber Plat Temperature Vs U;
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Figure 2. Variation of collector tilt angle Vs U
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2.2 Figure 3 shows that air gap spacing between the
absorber plate and the inner cover is a factor that contributes
to the top heat loss co-efficient. The top loss co-efficient
decreases as the air gap spacing increases. The % variation in
U, by using Eq-(1.1) & Eq-(1.2) is between 2% to 10%.

Figure 4 shows that it also contributes to top heat transfer
coefficient between plate and inner glass cover. As we
increase air gap spacing between plate and inner glass it
decreases heat transfer coefficient.
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Figure 3. Variation of air gap spacing b/w absorber plat and
inner glass cover Vs Ui
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Figure 4. Variation of air gap spacing b/w absorber plat and
inner glass cover Vs Upg1

2.3 Figure 5 shows that air gap spacing between the outer
and the inner glass cover is a factor that contributes to the top

heat loss co-efficient. The loss co-efficient decreases as the
air gap spacing increases. The % variation in U, by using Eq-
(1.1) & Eq-(1.2) is between 1% to 2%.

Figure 6 shows that it also contributes to top heat transfer
coefficient between outer and inner glass cover. The max %
variation in U; by using Eq-(1.1) & Eq-(1.2) is between 1%
to 4%.
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Figure 5. Variation of air gap spacing b/w outer and inner
glass cover Vs U,
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Figure 6. Variation of air gap spacing b/w outer and inner
glass cover Vs Ugig2

2.4 Figure 7 shows that absorber plate emissivity is a
factor that contributes to the top heat loss co-efficient. It
shows the variation of absorber plate emissivity,
significantly affects the top heat loss coefficient. The
max % variation in U; by using Eq-(1.1) & Eq-(1.2) is
0.25%.
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Figure 8 shows the effect of wind heat transfer
coefficient on top heat loss coefficient. The max %
variation in U, by using Eq-(1.1) & Eq-(1.2) is less then
0.5 %. The top loss co-efficient increases as the wind
heat transfer coefficient increases.
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Figure 7. Variation of emissivity of absorber plat and inner
glass cover Vs U;
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Figure 8. Variation of wind heat transfer coefficient Vs U,

3. Conclusion

A way to describe the thermal performance of double glazed
flat plate solar collectors using numerical computing
environment MATLAB has been shown. It has been
observed from the results obtained that both Holland’s et al
and Buchberg’s et al relations may be used for the parametric
study of design and climatic variables which affects the
thermal performance of Flat Plate Solar Collectors.
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Abstract

This paper presents the performance modeling of
superheating system of a 400MW steam generating plant
using CART-ANFIS (Classification and Regression Tree
based Adaptive neuro-fuzzy inference system). The
experimental data are obtained from a complete set of
fields experiments under various operating conditions.
CART-ANFIS model is constructed for each subsystem
of the superheating unit. The CART-ANFIS models are
then constructed in a combination of series and parallel
units in accordance with real power plant subsystems.
Comparing the performance response of CART-ANFIS
model of a subsystem with the performance response of
a non linear neuro-fuzzy model (proposed by Zaheri
M.M. 2007) [1] of a subsystem and also with the
performance response of its linear models is more
accurate than these two models in the sense that its
performance response is closer to the performance
response of the actual system.

Keywords- CART-ANFIS, Performance modeling,
Superheating system, steam power plant, neuro-fuzzy
modeling.

Broad Area- Mechanical Engineering.

Sub-Area- Power plant.

1. Introduction

It is mathematically proved that the least square error (LSE)
method is the optimum modeling method for linear systems.
For nonlinear plants, in addition to physics based modeling,
there are some I/O data based methods, as well. I/O data
based methods offer different models, such as CART
algorithm based ANFIS model called CART- ANFIS

CSVTU RESEARCH JOURNAL ISSN 0974-8725

model(J.R.S. Jang, C.T. Sun 2004)[8]. In this paper
superheating system of a 400 MW unit of a steam power
plant, including seven subsystems is modeled, using CART-
ANFIS as a connected set of series and parallel CART-
ANFIS models.

The learning rules of ANFIS only deals with parameter
identification (J.Vieira et al 2004). A method for structure
identification is needed here to determine an initial ANFIS
architecture (M.F.Qureshi et al 2008) [11] before any
parameter tuning procedures can take over. By having solid
methods for both structure and parameter identification
CART-ANFIS methods is used for performance modeling
of superheater system of a power plant. Structure
identification in fuzzy modeling involves some primary
issues i.e. (1) selection of relevant input variables (2)
determining an initial ANFIS architecture including input
space partitioning, number of membership functions for
each input, Number of fuzzy IF-Then rules, Antecedent
(premise) parts of fuzzy rules and consequent (conclusion)
parts of fuzzy rules, (3) choosing initial parameters for
membership functions. In this paper the tree partition has
been adopted for fuzzy modeling task. Based on the CART
(Classification and regression tree) algorithm, this paper
introduces a quick method for solving the problem of
structure identification. The proposed method generates a
tree partitioning of input space, which relieves the “curse of
dimensionality” problem (number of rules increasing
exponentially with number of inputs) associated with grid
partitioning method. Moreover the resulting ANFIS
architectures based on CART are more efficient in both
training and application because of their implicit weight
normalization.
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The subsequent sections of this paper includes introduction
of decision trees and CART algorithm used to derive them,
Transformation of CART derived decision trees into
efficient ~ANFIS  structure with implicit  weight
normalization, modeling of performance of superheater
system in power plants.

2. CART Algorithm derived Decision tree:

Decision trees used for classification problems are called
classification trees and decision trees used for regression
problems are called regression trees.

Figl shows the typical binary regression tree with two
inputs x and y and one output z. As shown in fig 2, the
decision tree (regression tree) partitions the input space into
four non-overlapping rectangular regions, each of which is

assigned a label fl , Where fl

equation to represent a predicate output value. Each terminal
node has a unique path that starts with a root node and ends
at the terminal node; the path corresponds to a decision rule
that is a conjunction (AND) of various tests or conditions.
For any given input vector, one and only one path in the tree
will be satisfied. The number of terminal nodes is always
one more than the number of internal nodes.

is either a constant or a

Root node

Child node

Terminal node

Figure 1 Regression tree with two input x andy
and one output z

Ya

/2

/5
S

v

X=a

Figure 2 Input space partitioning of figure1
(regression tree)

CART grows a decision tree by determining a succession of
splits that partition the training data into disjoint subsets.
Starting from the root node that contains all the training
data, an exhaustive search is performed to find the split that
best reduces an error measures (or cost function). Once the
best split is determined, the data set is partitioned into two
disjoint subsets, which are represented by child nodes. The
recursive procedure terminates when the error measure
associated with a node falls below a certain tolerance level,
or when the error reduction resulting from further splitting
will not exceed a certain threshold value.

Classification trees are used to solve classification problems
in which attributes of an object are used to determine what
class the object belongs to. To grow a classification tree,

an error measure E(l‘ ) is needed that quantifies the
performance of a node ‘7’ in separating data (or classes)

from different classes. This error measure E(t) is also

called impurity function. For a given node, E(t ) should

attain a minimum at zero when the given data all belong to
the same class, and reach a maximum when the data are
evenly distributed through all possible classes. By using the

impurity function , the impurity measure of a node ¢ is
expressed as

E(t)=¢(R,P,,...P,)
where Pj is the percentage of cases in node ¢
that belong to class j .

Similarly, the impurity measure of a tree I can be
expressed as

E(T)=2 E()

teT
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where T is the set of terminal nodes in tree 1’ R

The best known impurity functions for a J - class
classification tree are the entropy function and Gini
diversity index

Entropy function

¢.P.P..P)==Y PP, 3)

Gini function
J 2
0P PP )= Y PP =1-30 PF
i#]
Since ZLIPJ =1 and O0<P <I for all j , the

preceding two functions are always positive unless one of
Pj is unity and all the others are zero. Moreover they reach

1
their maxima when P, = — forall j.
PJ

Given an impurity function for computing the cost of a
node, the decision tree growing procedure tries to find an
optional way to split the cases ( or object) in the node such
that the cost reduction is the greatest. The change in
impurity due to splitting is given by

AE(s,1)= E(t)- RE(,)- P.E(,)

where [ is a node being split, E(t ) is impurity of the
current node ¢ , E (l‘ ,)
the left and right branch nodes, and F, , P are the

r

and E (tr) are the impurities of

percentages of cases in node # that branch left and right,

%

respectively. For a split s for the root node #, such that the
split gives the largest decrease in impurity

*

AE| s,t, | = maxAE(s,tl)

seS

where S is a set of all the possible ways of splitting the
cases innode 7,

By using the optimal s , #, is split into ¢, and f; , and
same search procedure for the best s € S is repeated on

both 7, and 7, separately and so on.

For a regression tree, the error measure of node ¢ is usually
taken as the squared error, or residual, of a local model
employed to fit the data set of the node

2

F0)=min 3.0, ~4,(1,0)

where {xi ,yi} is a typical data point, d, (x,@) is a local
model for node ¢ and E (t )is the mean squared error of
fitting the local model d , to the data set in the node. IF

d (x,@) =0 is a constant function independent of X , then

the minimizing @ of the preceding error measure is the

average value of the desired output y; for the node, that is
1 M)

5:_2)’1'

o (8)
N5

Similarly if d (x,@) is a linear model with linear

parameter O , then we can always use the least squares

methods to identify the minimizing 6 and £ (t) for a given
node?.

For any split S of node ¢ into #, and #, , the change in

error measure is expressed as

AE(s,t)= E(t)- E(t,)- E(¢,)

"
The best split § is the one that maximizes the decrease in
the error measure

AE[S, t) = max AE(s, t)

seS

The strategy for growing a regression tree is to split nodes
(or data set) iteratively and thus maximize the decrease

in £ (T ) = ZE (t), the overall measure (or cost) of the
teT

tree. Therefore, the goal of growing either a classification or

regression tree is the same i.e. to split nodes recursively and

thus minimize a given reasonable error measure in a greedy,

single look - ahead manner. Here node means partition data

set (or input space).

3. CART based structure Identification in
ANFIS

The CART algorithm is powerful non parametric method
with the following features (i) conceptual simplicity (ii)
computational efficiency (iii) applicability to classification
and regression problems (iv) solid statistics foundation, (v)
suitability for high - dimensional data, (vi) ability to identify
relevant inputs simultaneously.

Chhattisgarh Swami Vivekanand Technical University, Bhilai-490009, CHHATTISGARH, INDIA 101



Bharti et al / CSVTU Research Journal, Vol. 04, No. 01, 2011.

In this section, it is described how to use CART (J.R.S.
Jang, C.T. Sun 2004) [8] for structure identification in
ANFIS. CART is used to find the number of ANFIS rules
and the initial locations of membership functions before
training. For simplicity, our scope is confined to regression
problems a similar approach can be also used for
classification problems. To construct a regression tree with
constant output terminal nodes (see figl), the CART
algorithm described earlier can always identify a right — size
tree and determine irrelevant inputs not required by the tree.
On the other hand, if the terminal nodes are characterized by
linear equations (figl), more computation is necessary to
find relevant inputs. The constants and linear outputs of
terminal node may be in the form for example constant

input/outputs are a =6,b=3,c=7,f =11, =5 and
f =9 and that for linear equations for example,
fi =2x-y-20, f, =—2x+2y+10,
f; =6x—y+5and f, =3x+4y+ 20, respectively.

On way to reduce the computation burden is to employ the
least-squares estimator (LSE) method, of particular
importance is the LSE that is obtained recursively in
accommodating new data and new parameters.

It is obvious that the decision tree in figl is equivalent to
set of crisp rules,

If x<a and y<b,then z = f,
If x<aand y2b,then z = f,
If x>a and y<c,then z = f;
If x2a and y2c,then z = f,

Given an input vector (x, y), only a single rule out of the

four will be fired at full strength, while the other three will
not be activated at all. This crispness reduces the
computation required to construct the tree using CART, but
it also gives undesirable discontinuous boundaries in the
overall input-output mapping. To smooth out the
discontinuity at each split, a natural option is to use fuzzy
sets to represent the premise parts of the rules in equation
(11), converting equation (11) into a set of Sugeno-style
fuzzy if-then rules.

The resultant Sugeno fuzzy inference model (A. Afzalian

2003)[3] can be of zero order if f;’s are constant , or first

order if fl ’s are linear equations.

To fuzzify the premise (antecedent) part, the statement
Y 2 ¢ can be represented as a fuzzy set characterized by,

for instance, the sigmoidal membership function for y 2 ¢
is,

luch(y’a)=SZg(y,aac)= )] (12)

1+ exp[— a(y —c
for the

membership function. Similarly one can also employ the S
membership function to represent the meaning of y 2 ¢ .

. (r.0)=5(,(c-0).(c+o))

where & and ¢ are modified parameters

— 0 ifx<c—w
x—(c—co) 2
. z[—} it (c—w)<x<c
20
x—(c—w) ’
1-2{—} ifc<x£(c+a))
2w
L1 if (c+o)<x
.(13)

To increase the degree of freedom, we can even use an
extended S membership function with an extra parameter

4
luch(y’w’ ):Sext(y’(c_a))’(c—l—w)’y)
0 it y<(c-o)

_ l[y—(c—w) ’

T if (c-w)<y<c

2 Q)
2y
lllim} ife<y< (c+a))
2 o}
—1 if (c+o)<y ..(14)
1—
0.8 |
Hos_
0.4 —
027
0 5 10

Y

Figure 3 Sigmoidal membership function for x>c , c=5
with different & ’'s (MATLAB file: Cartmf.m)
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Layer 1 calculates the membership functions (grades) of
1 given input variables (INV nodes represent negation
operators), Layer 2 multiplies the given membership
functions (grades) to find the firing strength of each rule,
0.8 Layer 3 computes the contribution of each rule based on
given firing strengths, and Layer 4 finds the summation of
incoming signals, which is equal to the overall output of this

0.6 fuzzy inference system. Premise (antecedent) and
K consequent parameters are contained in layer 1 and layer 3,
0.4 respectively; these parameters are fine tuned according to
the fast hybrid learning rules or any of the other nonlinear
. parameter identification methods.
0.2

3.1 Implicit weight Normalization in a CART -
0 _ 5 10 constructed ANFIS

—_— y

In converting a decision tree to a fuzzy inference system, (1)
Fig ure 4 Extended S membership function with x)+ x)=1, where x is any of the input
different y 'S 7/ =05 lux>a( ) auxéa( ) y p

(MATLAB file: Cartmf.m) variables and a is any of the splits of x , and (2)

multiplication is used as the T-norm operator to calculate
each rule’s firing strength then the summation over each

Fig 3 and fig 4 shows the sigmoidal and extended S rules firing strength is always equal to unity.

membership functions for the linguistic term y 2 ¢ (v is

more than or equal to ¢ ). Suppose  that Zwi =1 holds when n=Fk .
i=1

Based on the fuzzy version of the rules in equation 11, one k+l

can derive another class of adaptive network for identifying ~ When 7=k +1 ,one need to show that Za)i =1 still

the premise and consequent parameters of the underlying i=1

fuzzy inference system. This ANFIS architecture is depicted ~ holds. Without loss of generality, one can assume the newly

in fig 5. generated rules are & and k +1, the result from splitting

the previously terminal nodes k& ( or rule k ).
Consequently, one can have

]pl k+1 k-1
Do, = 0+ +ao,,
i=1 i=1

N

:ux<a

O

e
L

f2 = wi + Cok (aux<a (x) + auXZa (x))
T~ i=1
H, z k-1
= O, + 0,
Y Ve =l
=1
where @, is the firing strength of rule k before
Hy<e Layer 4 splitting
Ja (Final :
Output) The implicit weight normalization of the ANFIS
\’\f_j \’\f_J architecture( T. Takagi and M. Sugeno 1985)[6] in fig 5 is
Vv L 2 maintained throughout training processes; this eliminates
MLaYEr 1h' (Fi?i}lrfr (I{:yleer 3 the need for another normalization layer and reduces
(Mem CISIp g N training and application computation time as well as round-
functi ons) Stren gthS) OutputS) off errors

Figure 5 ANFIS architecture corresponding to the
fuzzy version of the rule set in equation 11
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In summary fuzzy modeling based on CART-ANFIS
approach consists of two tasks (i) Structure identification:
This is done by CART to find an initial set of crisp rules. (ii)
Parameter identification: After fuzzifying the premise
(antecedent) parts of the initial rules, one can construct an
ANFIS architecture to fine tune the parameters.

The major advantage offered by this approach is that one
can quickly determine the roughly correct structure of a
fuzzy inference using CART, and then refine the
membership functions and output functions via an efficient
ANFIS architecture (M. F. Qureshi 2007)[10] that does not
need a normalization layer. Note that CART can seclect
relevant inputs and do tree partitioning of the input space,
while ANFIS refines the regression and makes it every
where continuous and smooth. Thus it can be seen that
CART and ANFIS are complementary and their
combination constitutes a solid approach to fuzzy modeling.

Thus this section presents the CART algorithm, a fast one-
pass approach for multivariate analysis. CART is a popular
non-parametric approach for both data classification and
regression in statistics. Because CART can select relevant
input variables and partition the input space effectively, it is
an ideal tool for structure identification in ANFIS.

4. Superheater
Simulation

System Modeling and

In this paper one of the most common structure of neuro-
fuzzy network called adaptive neuro-fuzzy inference system
(ANFIS) tuned by classification and regression tree (CART)
is proposed (M. M. Zaheri 2007)[1]. ANFIS is a scheme of
a linear Sugeno type FIS. In this structure, antecedent of
rules contains fuzzy sets (as membership functions) and
consequent is a first order polynomial (a crisp function).

In this method, a fuzzy inference system is designed based
on system specifications. This initial model is transformed
to a neuro-fuzzy network and then trained by experimental
recorded data of the system. The training procedure involves
both gradient error back propagation (to adjust membership
function co-efficient) and LSE (to adjust linear output
parameters).

In fuzzy inference systems (Earl Cox 1990)[4], fuzzy rules
number is equal to number of membership functions
powered by number of inputs. Sometimes, to cover all input
space. So many rules are needed. Training such FIS’s is too
time consuming or practically impossible. In order to reduce
fuzzy rules number with minimum accuracy loss, a method
namely subtractive clustering is applied. In this method,
rules with most probable antecedents in recorded data of
actual system are seclected. The model derived from
subtractive clustering is used as initial model for training.
LSE method is the optimum modeling method for linear
systems for non linear plant I/O data based methods using
CART algorithm based ANFIS model or CART-ANFIS
model is proposed here. CART-ANFIS model is used for
both structures as well as parameter identification. CART is
used to generate a tree partitioning of input space.

The structure of a superheating system in a steam power
generating plant ( A. W. Ordys 1994)[5] is shown in fig 6.
The steam flow enters to the Superheater and after passing
through the heat exchangers it enters to the high pressure
turbine. For normal operation of the plant and when the
capacity of the power plant is over 30% of its normal value,

the desired output temperature of Superheater is 540 C .
This temperature is adjusted at the desuperheater by
spraying water through spraying valves.

In this paper first order linear Sugeno type fuzzy inference

system is used. The sigmoidal function and S -function of
membership functions are used as given by equations 12,
13, 14 and shown in fig 3 and fig 4. The modeling is
performed using a complete set of data, including 3000 data
set of ‘NTPC’ power plant, the sampling time equals to 1
second. Additionally, 1500 sets of data are used as checking
data.

In order to model the superheating system, for each
subsystem a CART-ANFIS is constructed and trained by
hybrid learning method of ANFIS based on CART.
Superheating system consists of three superheaters and four
de-superheaters. Since the first superheaters are single-
inputs and multi-outputs (SIMO) systems and second
superheaters are multi-inputs and multi-outputs (MIMO)
systems, they are modeled as two parallel multi-inputs and

Lelsftt BZ?d single-outputs (MISO) systems. In total nine CART-
Soravi superheater ANFIS’s are constructed and trained for seven superheating
3:232 ?g LH I° DE-SH subsystem. Models have 7-12 (seven to twelve) inputs and
> —» nd one output. Then, all these components are put together as
LH 2™ DE-SH . .
parallel or series elements, whereas in final run, many of
_ Third inputs of subsystems model are outputs of preceding
— SFU'LS; Ssecond super > subsystems. In order to use recorded data for modeling, the
—] uper . . :

Sasttté;ar:]ed Heater Heater Heater itueeaer;h_t%alt-leg following points are considered.
from drum > > turbine (a) Delays are included in modeling, for instance, it
na take 20 seconds to steam passes through a

RH I* DE-SH RH 2™ DE-SH

Figure 6 Superheating system of the power plant
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superheater. Therefore, when the temperature of
inlet steam is applied in modeling that superheater,
20 second delay should be considered.

(b) The algorithm for adjusting CART-ANFIS model
depends on the magnitude of inputs data, therefore
all inputs are normalized.

(¢) To improve the convergence speed of parameters
and co-efficient in CART-ANFIS model, their
sensitivity to the variation of inputs signals should
be increased. To do so elements of each column of
training data are substituted with same elements
subtracted from the mean value of elements in that
column. It causes that the quantity (error/ data
magnitude) increases, where, error in the
numerator is the difference between outputs of the
model and actual system.

(d) In order to classify the modeling process, a
subsystem of superheating system, the left hand 2™
de-superheater (LH 2™ DE-SH) is selected.
Modeling process for this subsystem is
comprehensively offered.

4.1 LH 2" DE-SH Modeling

Fig 7 shows the input and output signals of the LH
2" DE-SH, where these inputs are defined below

T, = Temperature before spraying water (inlet
temperature)

V' = Water mass rate

f = Steam mass rate
And output is:

T, = temperature after spraying water

T—> .
Superheating
—
— System T,
y——»

f

Figure 7 Inputs and Output of De-superheater

The steam mass rate ( f ) is summation of two other signals.

The first is half of total mass flow of water entering the
drum, after drum the steam flow is divided into two
branches (Fig 8) and second signal is the first step spraying
water mass rate which is added to main steam flow. The de-
superheater system is influenced by both of these signals
with delay. Fig 8 illustrates the input-output signals of the
CART-ANFIS model for the de-superheater in the discrete

domain. Here the values of 7,, V' and f at present time

their values at two steps ( Z _2) before ( for 7, and V') and

one step before (Zfl) (for T, V and f)and

7,®) X
=

— —>

—
rk) L2

N N I CART-ANFIS

Model of Ta (k)

T 52 g Superheating [ »

f(k) System

A 4

]_
I

.

Figure 8 Input and output of de-superheater CART-ANFIS
model

also the values of 7, at the past two time increments are all
input signals. The output of the CART-ANFIS model is the
output temperature of the de-superheater 7, (k ) .

The relation between the ten inputs and outputs of fig 8 for
each fuzzy rule is given by the following equation:

Ta(k):alTb(k)+aZTb(k_1)+a3Tb(k_2)
+aV(k)+aV(k-1)+al(k-2)
+O‘7f(k)+a8f(k_1)
+a, T, (k=1)+o, T, (k—2)+a,

where (k — 1) is one step before , (k — 2) two step before

Parameters @, , i = 1....11 and co-efficient of sigmoidal and

S membership functions of equation 12, 13, 14 for all
associated fuzzy rules are adjusted in CART-ANFIS model.
The equationl5 is written for each rule, while for simplicity
the subscript of the associated fuzzy rule is omitted in this

equation. If left hand side of equationl5 for jth fuzzy rule
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is shown by 7, (k ) , then the output of CART-ANFIS model

1S
T 20 4000 sec (Training) 1500 sec (Checking)
b .
Input 0 > !
— ;\f |' B A A i
Steam -450 l I— 1 -> 10_ o R °, X .
Temperature z - |
1% z S 5
Input2 | > g 0_
I 1 > outlet §
— u @
Spr?:)llovv\{,ater - I_ l N steam 2 - ]
-10 temper @
z ature -10 |
0 B T
Input 3 _{y Z% { X
Feed Water ro 20 | 1000 2000 3000 4000 5000 6000
Flow ; De- Time (sec)
Input4 | su%ﬂg‘?ﬁter Figure 10 CART-ANFIS, neuro fuzzy and LSE modeling
) 25 ANFIS result both for training and checking area
del
Outside Spray mode
Flow 370 [
BRI 127
z| U -13 4
) Ta -14
— -15
z -16
Figure 9 Input- Output Signals of CART-ANFIS model %’-1 7
18 _ W |
819 4 A Y ' — — —— Actual
T \k IS . K —..— LSE
Zn" ‘”( ) 220 N Neuro-fuzzy
T (k)="tes— (16) i - CART-ANFIS
21,
/ | | | | | |
0 100 200 300 400 500 600
Where 77, is the firing strength of the j ™ rule. For CART- » Time (sec)

Figure 11 CART-ANFIS, Neuro fuzzy and LSE

ANFIS modeling, all quantities 7, , 7, , V' and f are
measured and put in common vectors.

Fig 9 shows the schematic diagram of this de-superheater
CART-ANFIS model. Noting that the number of inputs in
this model is 10, if only three linguistic variables i.e.
positive (P), medium (M) or positive large (PL) are assigned
for each input, the number of rules would

modeling result, under special condition

result in 3' rules. An alternative approach is subtractive
clustering which reduces the number of rules to only 22

rules. Note that for each rule in addition to parameters o, ,

1= 1....11, co-efficient in all membership functions of 10
inputs must be adjusted.
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5. Discussion

Implementation of CART-ANFIS model for modeling the
LH 2" DE-SH of power generating plant is investigated
first and then its implementation for whole superheating
system is studied.

Figl0 illustrates the response of the LH 2™ DE-SH,
obtained from recorded data of the actual plant. It also
shows the comparison of the responses obtained from
simulation results for LSE, neuro-fuzzy model and CART-
ANFIS model. Figl1 shows similar responses of the actual
plant and the models under special operating conditions.
Both figl0 and 11 indicate that the CART-ANFIS model is
more accurate than the neuro fuzzy model and LSE model,
in the sense that, its response is closer to the response of the
actual plant. Noting that the LSE method is optimum for
modeling linear systems, the simulation results confirm that
the de-superheater is a nonlinear subsystem of a power
plant.

550 4000 sec (training), 1500 sec (checking)

545 Actual system
. = response
w
ul 540 |
CN 535
5 530

525

520 Integrated model

response
I I I I I I
1000 2000 3000 4000 5000 6000

» Time (sec)

Figure 12 CART-ANFIS modeling result for integrated
model (including nine sub-models)

Fig 12 shows the simulation result of whole model, formed
by nine series and parallel CART-ANFIS models for both
for training and checking areas.

6. Conclusion

In this piece of research work, CART-ANFIS modeling is
performed for a power plant superheating system, including
three superheaters and four de-superheaters. Then all these
models are put together as a total model. In modeling, some
significant notes are considered, such as time delays. After
all considerations and using subtractive clustering, to reduce

the number of fuzzy rule, a relatively good accuracy is
achieved for this set of complex models. Many of inputs of
total model elements are outputs of other elements or their
own outputs at earlier times. Also, it is indicated that some
of power plant subsystems are of a non linear nature, with
comparison between LSE modeling, neuro-fuzzy modeling
and CART-ANFIS modeling.
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Abstract

The present work covers an experimental study of
pressure drop aspects of air - solid fluidization. The
studied parameters are air velocity, bed height and
particle density. Gas fluidization of solids is of
comparatively recent origin and is finding an increasing
number of applications in all industries in general and
power plant industry in particular.

In the present work, an attempt has been made to
explain air phase pressure drop for spherical food
materials in granular bed considering air flow rate, bed
height, and density of bed material as variables. Air and
mustered, sago and sugar balls have been used as gas
and solid phases respectively. The experimentations are
carried out for air velocity v, static bed height h and
solid density ps.

Keywords- Fuidization, fixed bed, gas, solid, pressure drop,
velocity

Broad Area- Mechanical engineering

Sub-Area- Two phase flow

1. Introduction

The proposed work is about the formulation of correlation
for solid particles in gas system and application of these
systems to the prediction of system behaviors. The history
of this approach to fluidization research is presented here
below.

The first experimental work on flow of fluid through a
granular fixed bed was carried out by Darcy[3], who was a
French municipal engineer concerned with the very practical
problem of water supply and distribution in urban area. His
experiments involved measuring the permeation. Rates of

CSVTU RESEARCH JOURNAL ISSN 0974-8725
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water through beds of sand, and led to the empirical
relation.

AP =K, u,LU

Where -

A P is the pressure drop across the bed, L is the thickness of
the bed,

U is the average velocity of flow of the fluid through bed, p¢
is the viscosity of fluid, Kp is a constant depending on the
physical properties of the bed and fluid.

This relates more appropriately to fluidized suspensions
when dealing with flow through expanded beds. Dupuit [4]
related the average fluid velocity with the velocity of fluid
in granular bed. The general expression for flow through
beds was first accepted in Kozeny’s work [9] which was
further modified by Carman [1]. Ergun and Orning [5]
developed correlation for the pressure losses in fixed
particle beds. For pressure drop in packed beds, Max Leva
[11] developed generalized correlation for incompressible
flow. In one of the earlier attempts to differentiate between
the conditions leading to particulate and aggregative
fluidization, Willhelm and Kwauk [16] suggested , using the
value of the Froude number as a criterion of description. A
theoretical justification for using the Froude number to
distinguish between particulate and aggregative fluidization
is provided in the work of Jackson [8]. For gas flow,
substantial variation in gas density may be involved when
the column pressure drop is high as in case of compressible
flow. Work reported by Richrdson and Meikle [14] had
suggested that the particles are free to adjust their
orientations with respect to one another as in fluidization,
the equation obtained for pressure drop in fixed beds
overestimate the pressure drop. Rumpf [15] worked on the
influence of porosity and particle size distribution during
fluid flow through randomly packed beds. Geldart [7]
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differentiated the type of fluidization and introduced one
model for categorization of powdery material. Gibilaro [6]
developed a unified model for the expansion of beds in
fluidized state. In India, G.K.Roy [10] of National Institute
of Technology, Rourkela contributed mainly with his work
in the field of semifluidisation and liquid-solid flow systems
in recent years.

2. Experimental Setup

The experimental setup consists of a perspex column of 44
mm diameter and 730 mm height. Perspex column is
provided with a suitable distributor at the bottom of the inlet
and outlet for air is provided at the top of the column
respectively with pressure tapings at appropriate locations.
The solid bed is suspended on 200BS mesh stainless steel
sieve suitably fixed at bottom of the column.

Air is fed into the column by using a centrifugal blower
through a pipe line of inner diameter of 44 mm. The air flow
rate is controlled by the control valve. A calibrated
orificemeter is used to measure the flow rate of air. For a
uniform flow distribution the G.I. pipe line and column
diameter is kept of same inner diameter. The pressure drops
across column and orificemeter are measured by the
manometer.

2.1 Pressure Drop Measurement

Initially of all blank runs for different air flow rates are
taken and corresponding pressure drops are noted which
represents the pressure losses for pipe and fittings at
different floe rates. A known amount of solids is then loaded
in the column and static bed height is noted. Now the air
flow rate is progressively increased and corresponding
pressure drops across the column are noted. The blank
pressure drop (for pipe and fittings), is subtracted from air
solid pressure drop in the bed. Because it is convenient to
use (Ah/L) instead of actual pressure drop, the net pressure
drop is divided by effective height of the column thus
excluding height considerations. All air flow rates are
converted into superficial velocity based on empty column
thus excluding the height considerations. In the present
study air is used as the gas phase and sago, mustered and
sugar ball are used as solid phase. Parameters studied are air
velocity v, static bed height h, and particle density p in the
following range:

Sr Parameters Range of study
01 Velocity, v 0-18 m/s
02 Bed height, h 10-70 mm

03. Particle Density, ps | 736.8- 788Kg/mtr’

(98]

1 - Blower 2 - Control valve 3 - Orifice plate

4 - Distributor plate 5 - Manometer for column

6 - Perspex column 7 - Manometer for orifice meter
8 - Bed material

Figure 1. Line diagram of experimental set-up

Pressure Drop in NIt

SEEEREEEEREE

° 2 a 6 8 © © “ £ B 20
Velocity in m/s

—— SUGAR 10 MM —— SAGO 10 MM —— MUSTERED 20 MM
—— SUGAR 20 MM —— SAGO 20 MM —— MUSTERED 30 MM
—— SUGAR 30 MM —— SAGO 30 MM MUSTERED 40 MM

SUGAR 40 MM SAGO 40 MM MUSTERED 50 MM

SUGAR 50 MM
SUGAR 60 MM

SAGO 50 MM
— SAGO 60 MM

MUSTERED 60 MM

Figure 2. Column pressure drop vs. velocity in for all
materials
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3. Results and discussions

3.1Gas phase pressure drop across column.

The air pressure drop across column for gas—solid systems
is predicted in the following charts

(i) From Figure 2 it can be predicted that pressure
drop increases initially with increase in air
flow rate and finally pressure drop stabilizes
and remains constant for all the selected
materials and in the entire range of
experimental bed heights.

uoo
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% 3uo
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E 2uo0
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0 u 10 u 20
CHWEWA® 3 &
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Figure 3. Effect of bed height on column pressure drop for
sugar ball
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Figure 4. Effect of bed height on pressure drop for sago
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— — Bed height 60mm
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Figure 5. Effect of bed height on column pressure drop for
mustered

(i1) From Figure 3, 4, 5, it is evident that pressure
drop increases with increase in bed height.
This pattern follows for all the selected
materials. The effect of increasing bed height
for constant air flow rates is to increase the
solid concentration, thereby increasing the
effective average density of the air and solid
particles. Hence, an increase in bed height,
under constant flow conditions will increase
the pressure drop.

(ii1) From the Figure 6, 7, 8, 9 it is found that
pressure drop increases with increases in
density as densities of the sugar ball, sago and
mustered are 788, 773.4 and 736.4 kg/m3.
Increased solid density will also result in an
increase in the average density of solid — air
which will ultimately increase pressure drop.
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Figure 6. Effect of density on pressure drop for 20 mm
bed height
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Figure 7. Effect of density on column
pressure drop for 30 mm bed height
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Figure 8. Effect of density on column pressure drop for 40
mm bed height
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Figure 9. Effect of density on column pressure drop for 50
mm bed height

34 Correlation between column

pressuredrop and system variables

From the system dynamic point of view the behavior of air
pressure drop with respect to the systems variables may be
considering as following :

(Ah / L) = (Pl(Vs h, PssPa M g ,G)

Under experimental conditions since g and o, are constant
and variations in p, was subjected to a qualitative analysis,
the above equation reduces to :

(Ah/L)=@i(v, h, ps )

(Ah / L) = (Pl(vs h> Ps/,H)

Or

(Ah/ L) ce f(Re)

By dimensional analysis the functional relationship among
the various system variables is found as :
(Ah/L) = m(Re)"

Now experimental readings of pressure drops and flowrates
for different material and bed height are reduced into (Ah/L)
and Reynolds number (Re).Then plot (Ah/L) vs (Re)
assuming Y = f (X) as in Figure 10.

Plotting all the data in MS Excel gives best fit curve as in
above curve. The equation of the presented curve is
calculated by the software as

Y = 5E-07X? + 0.0002X - 0.0023
So final correlation will be
(Ah/L) = 5E-07(Re)2 +0.0002(Re) — 0.0023
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Figure 10. Correlation curve for (Ah/L) and Re

4. Conclusion

The presented pressure drop data of the gas - solid
fluidization system for different bed height for different bed
materials give the following conclusions.

(i) Air phase pressure drop in gas solid
fluidization system increases at first with
increasing air velocity and then becomes
constant.

(i1) Air phase pressure drop in gas solid
fluidization system has the same pattern
for all the plots for selected material.

(1ii) Air phase pressure drop in gas solid
fluidization = system increases  with
increasing bed height.

(iv) Air phase pressure drop in gas solid
fluidization  system increases  with
increasing solid density.

v) The variation of air phase pressure drop

with respect to variable parameters i.e.
density, flow rate and bed height can be
predicted by the following correlation.
(AW/L) = 5E-07(Re)* + 0.0002(Re) —
0.0023

During uncertainty analysis it is found that the % error
which is associated with the pressure drop is (+/-)2%.
Further, % errors associated with the density of the selected
material are different. It is found that % error for sago,
mustered and sugar ball are (+/-) 2.99%, (+/-)1.99%, (+/-
)2% respectively.

Nomenclature:

g Acceleration due to gravity, m/s?

h Static bed height, m

Kp Constant of the physical properties of the bed
and fluid, m*s

L Bed depth or height of packing, m
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[10]

(1]

[12]

[13]

[14]

[15]

[16]

Constant

Reynolds Number

Superficial velocity

pressure drop across column, N/m?
Viscosity of the fluid, Ns/m?
Density of air, kg/m°

Particle density, kg/m®

Density of water, kg/m3
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Abstract

Rapid machine breakdowns, low plant availability are a
great threat to any industry as it increases overall costs
of an industry. Many companies have adopted TPM to
improve their Overall Equipment Efficiency and to get
the competitive advantage in the world market in terms
of cost and quality Total productive maintenance (TPM)
has become one of the most popular maintenance
techniques to ensure high machine availability. The
objective of TPM is to create an active involvement of all
employees in maintenance and production functions,
including the operators who operate the machines and
equipments. This paper examines the basic concepts of
TPM and illustrates the procedure to calculate the
Overall Equipment Effectiveness (OEE) at a gear
manufacturing company framed within the framework
of TPM (Total Productive Maintenance). A sample study
was carried out in a company which manufactures gears
used for automobile industry.

Keywords- Overall Equipment Effectiveness, TPM

Broad Area- Mechanical Engineering

1. Introduction

Any activity done on machine or equipment to increase the
efficiency after or before breakdown is called maintenance.
For industry to produce goods of the highest quality, it is
essential that its machine or equipment must be able to
operate efficiently and accurately. For every industry the
main aim is to manufacture products with highest quality
and gain maximum profit and this is only achieved by
having an systematic maintenance system that increase
availability by reducing machine downtime due to sudden
stoppages. Without an effective and systematic maintenance
system, equipment reliability becomes low and this leads to
poor availability and increased downtime. TPM is a
Japanese System, which has been developed from the PM
concept. TPM is a maintenance management system that
strongly emphasizes on improving equipment performance,
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productivity and eliminating all production losses. Total
participation from all employees including top management
and operators are most essential in TPM. More importantly,
TPM improves the contribution of operators to achieve zero
breakdowns, zero stoppages and safe working environment.
Efficiency and effectiveness of equipment plays a major
role in modern manufacturing industry to keep the
performance of the plant at optimum level. TPM aims to
reduce the 6 major equipment losses to zero has been
recognized as necessary for corporate survival. Eight pillars
of TPM are as follows:

1. Focused improvement ( Kobetsu kaizen)
Autonomous maintenance (Jishu Hozen)
Planned maintenance
Quality maintenance
Initial flow control
Education and Training
Office TPM
Safety Health and Environment

PRI AW

2. Literature Review

Nakajima described that the word ‘total’ means total
effectiveness, total maintenance system, and total
participation of all employees. Historically, there are three
eras of maintenance in Japan, where TPM originated. The
first era, is known as preventive maintenance era (1950’s)
that emphasizes on establishing maintenance functions. The
second era (1960’s) is the introduction of productive
maintenance, where maintenance prevention, reliability,
maintainability engineering took place. The third era, total
productive maintenance in 1970’s put emphasis on total
employee participation and strong support from top
management. K.D.P. Singh et al, worked to eliminate losses
in the oxygen plant by the application of Total Productive
Maintenance (TPM) technique thereby improving the
overall performance of the plant. Out of the 8 Pillars of
TP.M, two most important pillars i.e. Jishu-Hozen
(Autonomous Maintenance) and Kobetsu-Kaizen (Focused
Improvement) have been used by them for the
investigations. According to P.Sharma et.al the aim of TPM
is to bring together management, supervisors and trade
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union members to take rapid remedial actions as and when
required. Its main objectives are to achieve zero
breakdowns, zero defects and improved throughputs.
According to Chan et.al, Maintenance is accomplished
through a ‘team’ effort, with the operator being held
responsible for the ultimate care of his/her equipment. As
defined by the Japan institute of plant maintenance: “TPM
aims at maximizing equipment effectiveness with a total
system of preventive maintenance covering the entire life of
the equipment involving everyone in all departments and at
all levels, it motivates people for plant maintenance through
small-group and voluntary activities” (Imai Masaaki). The
main advantage of Nakajima’s indicators is their usefulness
in verifying how the newly applied improvements affect
equipment efficiency (Santos J et al.). F. Ireland et al,
examines how TPM was implemented at three companies,
with particular focus on the: TPM journey; TPM processes
used; role of TPM co-coordinators; and the company's TPM
goals. S. Fore et al, addressed the use of effective
maintenance strategies to improve overall equipment
effectiveness of production machines. Lina Gozali et al,
reported the use of OEE toolkit 5.4 software to measure the
performance of Total productive maintenance.

3. Fundamentals of OEE

According to Nakajima, the total time available for working,
that is to say, the calendar time, must be reduced by the time
required for scheduled shutdowns. This time includes, for
instance, preventive maintenance tasks. The rest of the time
is considered load time. Load time can be reduced because
of six main types of time losses as shown in Table 2 which
affect equipment efficiency:

Breakdowns: Time that the equipment is stopped for
repairs.

Setup and changeovers: Time used to change between
models or between products of the same model.

Idling and minor stoppages: Loss time caused by process
randomness or worker machine cycle complexity.

Reduced speed: Decrease in working speed caused by the
wear of components.

Defects and reworks: Faulty and low-quality products.

Start-up losses: Before reaching the stable operation state,
machines occasionally produce defects.

Figure 1 shows the load time and how these six main losses
are grouped, reducing the time to the real operation time of
the equipment. Overall Equipment Effectiveness (OEE) is
basic measure associated with TPM. This OEE highlights
the actual capacity in an organization. It measures both
efficiency and effectiveness of the equipment. It
incorporates three basic factors of equipment performance
and reliability. Thus OEE is a function of the three factors
mentioned below and shown in figure 2:

1. Availability (A)

2. Performance efficiency (PE)
3. Quality Rate (QR)

Thus, OEE = A x PE x QR

4. Data Analysis

Data collected for the past one year. The operation is based
on the three shifts per day every shift is for eight hours the
planned standard allowance per day is three hours.

Number of Shifts 3

Working time per shift 8 hours

Break time for food 0.5 hours for each shift
Break time for Tea 15 minutes

(Twice in a shift)
Meeting time
shift

Data gathered for the equipment in a particular day:

15 minutes for each

Break down (A) 2 Hours
Setup and Adjustment (B) 2.5 Hours
Tool Change (C) 0.5 Hours
Startup Losses (D) 0.25 Hours
Management Losses (E) 3.75 Hours
Production Volume 750 Numbers
Defects 50 Numbers
Reworks 100 Numbers
Standard Cycle time 50 seconds

5. Methodology for calculation of overall
equipment effectiveness

Planned Time = 3*8 = 24 hours

Loading Time = Planned Time-Standard Allowance
= Planned Time — (Break Time for Food + Tea + Meeting)

=24 - (3*%0.5+3*0.25+ 3*0.25)

=24-3
=21 Hours
Down Time = (A+B+C+D+E)
=2.00+2.50 +0.50 + 0.25 + 3.75 =9.00
Hours
Availability = {(Loading time — Down time) /

(Loading time)} *100
= {(21.00-9.00) / (21.00)}*100
=57.14%
Performance Rate = {(Cycle time * Prod. volume) /
(Loading time- Down time)}*100

= {(50/3600) * (750) / (21.00-9.00)} *100
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= {(50 * 750 / 12*3600)} *100
=86.81%
Quality Rate = {(Prod. Volume — Defect - Reworks) /
(Prod. Volume)} *100
= {(750-50-100) / (750)}*100
= {(600) / (750)}* 100
=80.00 %

Table 1. Equipment Performance

Equipment’s World - Class
Performance performance
57.14% >90%
Availability Availability
86.81% >95%
Performance Performance
efficiency efficiency
80% Rate of | >99% Rate of
quality quality
39.68% OEE >85% OEE

OEE = (Availability * Performance Rate * Quality

Rate)* 100
=(57.14 % * 86.81 % * 80.00 %) * 100 %
=(39.68) * 100 %
=39.68 %

Table 2. Description of losses

Types of losses Characteristics

Equipment failure — from
breakdowns. These failures
are due to chronic / sporadic
losses

Set-up and adjustment — from
exchange of die in injection
molding machines, etc

Downtime/Breakdown (a)

Idling and minor stoppages —
due to the abnormal operation
of sensors, blockage of

Work on chutes, etc.

Reduced speed — due to
discrepancies between
designed and actual speed of
equipment

Speed losses ( b)

Process defects and rework —
due to scraps and quality
defects to be repaired
Start-up loss (reduced yield)
— from machine

start-up to stable production

Defect/Rework (c)

Notes: a Equipment
availability; b performance
efficiency; ¢ quality rate

(Source: Nakajima, 1988)

6. Conclusion

This paper deals with an illustration of a methodology to
calculate the OEE for particular equipment in a gear
industry. As data given in Table 1 it is very clear that lot of

improvements has to be done so that equipment
performance can be improved up to world class
performance. As it is shown that there is a considerable

setup time almost 2.5 hours which can be greatly reduced by
applying systematically single minute exchange of dies
(SMED) ,by doing this availability of equipment will be
increased. Also by adopting firm TPM concepts such as
Kobetsu Kaizen and Autonomous maintenance, breakdown
can be greatly reduced. It is also clear from the equipments
data that by giving full exposure of TPM and training to all
employees or operators can be a better way to compensate
the rework and defects loss simultaneously it would enhance
quality rate of the equipment. In the end it is concluded that
OEE can be a powerful tool under the purview of TPM
which can enhanced the performance of all equipment by
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implementing it thoroughly and in this process training of

all operators is most essential.

Load time

—  Operating time T—I
: !

Overall Equipment
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Figure 1. Losses and OEE rate calculation
(Source: J. Santos, 2007)
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Figure 2. OEE Calculations preview
(Source: P. Sharma, 2010)
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